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3D ultralyd og navigasjon – Anvendelser i laparoskopisk kirurgi 
 
Bruken av intraoperativ navigasjon har blitt et verdifullt verktøy på flere kliniske 
områder. Ofte er bare preoperative bilder brukt under navigasjon, og endringer som 
skjer under operasjonen vil dermed ikke gjenspeiles. Introduksjonen av intraoperativ 
2D og 3D ultralyd kan bli et viktig verktøy innenfor feltet bildestyrt navigasjon, siden 
dette kan gi kirurger oppdaterte bilder å navigere ut fra i flere typer operasjoner. 
Denne PhD-en er et forsøk på å forbedre minimalinvasiv kirurgi, hovedsakelig 
gjennom å forbedre bildesyrt navigasjon, og øke kunnskapen om, og bruk av frihånds 
3D ultralyd. For å oppnå dette har jeg forsket på ulike aspekter med frihånds 3D 
ultralyd rekonstruksjonsalgoritmer: ulike implementasjoner, beregningstid og data-
kilder. I forskningsgruppen vår har vi utviklet en prototyp forsknings- og utviklings-
plattform kalt CustusX, for navigasjon i minimalinvasiv kirurgi. CustusX kan 
importere ulike medisinske bilder og verktøy for navigasjon. Dette gir kirurger 
mulighet til interaktivt å styre visningen av medisinske bilder under inngrepet. Ved 
hjelp av CustusX har vi utforsket ulike visualiseringer av 2D og 3D bilder sammen 
med kirurgiske instrumenter. I mitt arbeid har jeg fokusert på bildestyring av laparo-
skopisk kirurgi (kikkhullskirurgi), som er minimalinvasiv kirurgi utført gjennom små 
snitt. Ved å tilby ultralyd i tillegg til endoskopbilder, vil kirurgen også kunne få 
tilgang til sanntidsbilder under overflaten av organene. Vi har også testet en 
integrasjon av et mikroposisjoneringssystem med en fleksibel ultralydprobe. Denne 
løsningen gir korrekt posisjon på sanntids 2D ultralyd bilder, og muligheter for 3D 
ultralyd opptak. Vi fant ut at nøyaktigheten på de elektromagnetiske posisjons-
sensorene var tilfredsstillende, og at bruken av en navigerbar fleksibel ultralydprobe 
er mulig i en operasjonssetting, noe som vil gi kirurgen viktig informasjon. I det 
oppsettet vi brukte fant vi at en rask ultralyd rekonstruksjonsalgoritme gav nesten like 
god kvalitet som en tregere algoritme, og at analog video gav volum med nesten like 
god kvalitet som digital video. Konklusjonen av dette er at 3D ultralyd rekonstruksjon 
kan utføres omtrent i sanntid på operasjonsstua ved hjelp av et enkelt oppsett der 
analog video importeres fra ultralydskanneren. Dette vil gi kirurgen verdifulle bilder 
for navigasjon. Bruken av navigasjon i laparoskopisk kirurgi er lovende, men 
teknologien må utvikles videre for å kunne bli praktisk brukbar i de fleste kliniske 
situasjoner. 
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Abstract 

The use of intraoperative navigation during surgery is becoming a valuable tool in 

several clinical applications. Often only preoperative images are used during 

navigation and changes that occur during surgery are hence not displayed. The 

introduction of intraoperative 2D and 3D ultrasound may provide an important 

addition to the field of image-guided surgery allowing more accurate guidance of 

various procedures due to updated images. During my thesis I have sought to improve 

minimally invasive therapy procedures, mainly through improving image guided 

navigation, and increasing the knowledge and usage of freehand 3D ultrasound 

volumes. In order to achieve this I have performed research on different aspects of 3D 

freehand ultrasound reconstruction algorithms: various implementations, computation 

time, quality, and input data sources. In our research group we have developed a 

prototype research and development platform, CustusX, for navigation in minimally 

invasive therapy. The system can import and display a range of medical images and 

tracked surgical tools, allowing surgeons to interactively control the display of 

medical images during surgery. By using CustusX we have explored various 

visualizations of different 2D and 3D images together with surgical instruments. In 

my work I have focused on image guidance of laparoscopic surgery, which is 

minimally invasive therapy performed through small incisions. By complementing 

endoscopy with ultrasound the surgeon will gain access to real-time information 

beyond the surface of the organs. The integration of micro positioning systems with 

tracked 2D and reconstructed 3D ultrasound with a flexible intraoperative ultrasound 

probe was tested. We found that the accuracy of the electromagnetic position sensors 

was satisfying and that the use of a navigated flexible ultrasound probe was feasible 

in the operating room, providing the surgeon with important information. In our setup 

we found that a fast ultrasound reconstruction algorithm performed almost as good as 

a slower algorithm, and video grabbed analog data gave volumes almost as good as 

the digital data. In conclusion we found that 3D ultrasound reconstruction may be 

performed in near real-time in the operating room using a simple setup with grabbing 

the analog video signal from an ultrasound scanner, providing the surgeon with 

valuable images for guidance. The use of navigation in laparoscopic surgery is 

promising, but the technology needs further development in order to be practically 

efficient and usable in most clinical procedures. 
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Background 

Image-guided surgery and navigation 

In image-guided surgery (IGS), images are used to guide the surgical instrument to 

the lesion inside the patient. With the help of image guidance more patients may be 

treated with minimally invasive therapy. The advantages of minimally invasive 

therapy are shorter rehabilitation time, and reduced social costs and patient dis-

advantages. Optimal use of IGS requires: 

• Preoperative image acquisition and image visualization for diagnostics and 

preoperative therapy planning. 

• Registration of preoperative images and visualization in the operating room 

for planning just prior to surgery. 

• Intraoperative image acquisition and visualization, and navigated instruments 

for guidance. 

• Postoperative imaging and visualization for evaluation of therapy. 

Computed tomography (CT) and magnetic resonance imaging (MRI) are often used as 

the preferred preoperative imaging modalities in IGS (Cleary and Peters 2010). Even 

though these modalities are possible to use during surgery, there are still some 

significant practical limitations, due to cost, equipment adaptation in the magnetic 

field, user friendliness, image quality, and radiation. Ultrasound may in many cases 

be a better choice for intraoperative imaging. Especially, intraoperative 3D ultrasound 

offers the advantages of visualizing arbitrarily oriented 2D images through the 3D 

volume as well as volume rendering and 3D segmentations of objects (Lindseth et al. 

2003). However, compared to other modalities, ultrasound images may be more 

difficult to interpret, are limited to a smaller part of the body, and it may hence be 

difficult to use for inexperienced uses. Therefore, an optimal use of intraoperative 

ultrasound images may be in combination with preoperative images from other 

modalities. In neuro navigation IGS systems are used in daily practice (Hata et al. 

1997; Gumprecht et al. 1999; Gronningsaeter et al. 2000). However, in laparoscopic 

surgery commercial systems are not available. Because of this we have developed the 

CustusX research system (fig 1) that is used for image guidance in several different 

clinical areas. 



 

Fig. 1: a) The prototype surgical navigation system, CustusX with Polaris camera arm. 
b) Pointer with Polaris tracking spheres. The flash in the camera is used to illustrate the 
reflective spheres. c) Ultrasound probe with Polaris tracking frame. d) Aurora tracking 
system. A single Aurora 6D sensor (size: 0.8 x 12 mm) can be seen in the picture in front 
of the match. e) A laparoscopic ultrasound probe with 2 miniature 5D Aurora sensors 
attached to the tip. 

 

Position tracking and instrument calibration 

In IGS, tracking technologies are used for knowing the positions and orientations of 

the various instruments used. There are four common technologies to track medical 

instruments: Mechanical, acoustical, electromagnetic and optical, which are described 

in detail by Cinquin et al. (1995). Mechanical localizers are articulated arms that 

calculate the position and orientation at the tip by angle information from each joint. 

Acoustical position trackers consist of emitters and receivers of ultrasonic waves. 

Electromagnetic tracking systems generate an electromagnetic field and measure 
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induced electrical currents in small receiver coils. An example of this is the Aurora 

(NDI, Canada) system shown in fig. 1d, and embedded in the probe in fig. 1e. Optical 

tracking systems use multiple cameras to track passive (infrared light reflectors) or 

active (infrared light emitting diodes) markers placed in a rigidly defined geometry. 

See figs. 1a-c for an example (Polaris Spectra, NDI, Canada) of tracking cameras and 

tracking frames with reflectors mounted on different instruments. 

 

To track an instrument a position sensor must be attached to the instrument or the 

instrument must be physically attached to the tracking system, depending on the 

system used. The positions from the tracking systems used in IGS are used to show 

the location of surgical instruments both inside and outside the body (fig. 2). A 

calibration procedure is needed for each instrument in order for it to be used for IGS, 

as the position and orientation of the tip of the instrument must be determined in 

relation to the attached sensor. Most instruments may be calibrated with a pointer 

calibration (Leotta et al. 1997), by rotating the instrument about the tip.  

 

 

Fig. 2: 3D renderings of medical data together with a tracked pointer. To the left: 
Volume rendering of DynaCT in red and yellow with segmented structures from the 
DynaCT in cyan. In the image are also volume renderings of two different ultrasound 
volumes shown in gray, and a visualization of the tracked pointer.  In the middle: Axial, 
coronal and sagittal slices through the DynaCT volume, with the segmented structures 
shown in cyan. To the right: Axial, coronal and sagittal images through one of the 
ultrasound volumes with the segmented structures from DynaCT shown in cyan. The 
images are taken from a pig study. 

 



Basic ultrasound principles 

The definition of ultrasound is sound waves with frequencies above the audible range 

(greater than 20 kHz). The ultrasound frequencies used in medicine usually range 

from 2-10 MHz, but higher frequencies may also be used. Higher frequencies will 

give higher resolution, but reduced penetration / imaging depth. In ultrasound 

imaging, the sound waves are usually emitted in short pulses created by piezoelectric 

materials. The speed of sound varies in different kind of tissue (or materials) due to 

differences in mass density and volume compressibility. The transitions between areas 

with different sound speeds generate partial reflections (or echoes). Even only the 

small sound variations as in body tissue will create echoes [In body tissues other than 

fat and bone the speed of sound only varies 0.2-0.3% (Angelsen, 2000)]. This is the 

basis of the pulse echo principle used for ultrasound imaging. In addition to the 

echoes from the tissue boundaries, also small structures within the tissue (called 

scatterers) create echoes, showing “structure” in otherwise homogenous tissue. 

 

The echoes from each ultrasound pulse are sampled at certain intervals, creating data 

as a 1D beam. The positions of the structures are estimated using the speed of sound 

and the time from emission of the ultrasound pulse to the return of the echo. The 

possible resolution in the depth (axial) direction is dependant on the pulse length, 

which again depends on the ultrasound frequency and ultrasound probe and scanner 

hardware. Different 1D beams are placed close to each other to create a 2D image. 

These 1D beams are usually positioned by electronically steering and/or focusing the 

ultrasound beam by delaying the signals from the ultrasound probe elements in 

specific patterns (fig. 3). The 1D beams are usually positioned perpendicular to the 

ultrasound probe face for linear and curved linear ultrasound arrays (fig. 1e and figs. 

4a, b). A phased array steers the beams electronically in different angles to the probe 

face, while annular arrays steers the beam mechanically. 
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Fig. 3: Illustration of the electronic focusing and steering of an ultrasound probe. The 
array of an ultrasound probe consists of several elements (e.g.: 64, 128, or more). To 
simplify only 4 are shown in the illustrations. a) If each element emits a pulse at the 
same time the beam will be unfocused. b-d) The beam may be focused and/or steered by 
using delays to have the elements emit their pulses in certain orders. 

 

 

Fig. 4: Different ultrasound probe types. a) Linear array. b) Curved linear array. c) 
Pulsed array. d) 3D probe (2D matrix-array). 

 

The data from the 1D beams are processed (with envelope detection and log 

compression) and combined into 2D images. The 1D beams of the curved linear and 



phased array probes (figs. 4b, c) are in Polar coordinates and have to be translated to 

Cartesian, while the linear array probes (fig. 1e and fig. 4a) already have the 1D 

beams in Cartesian coordinates and only need to scale the images correctly. Although 

the 2D ultrasound images are usually presented with no thickness an ultrasound image 

is really a composition of signals from a “small volume” depending on the focusing of 

the ultrasound probe in the elevation direction. The elevation focus is often obtained 

by using an acoustic lens that gives a fixed elevation focus (fig. 5a). In order to get 

more advanced elevation focus the ultrasound probe must have more than one row of 

elements. These arrays of these probes are called 1.25D, 1.5D, 1.75D or 2D arrays in 

contrast to single-row arrays called 1D arrays (Wildes et al. 1997): 

1D: Elevation aperture is fixed, and focused at a fixed range. 

1.25D: Elevation aperture is variable, but focusing remains static. 

1.5D: Elevation aperture, shading and focusing are dynamically variable, but 

symmetric about the centerline of the array. 

 1.75D: A 1.5D array without the symmetry constraint. Elements are large in 

elevation, so very little steering is possible. 

2D: Elevation geometry and performance are comparable to azimuth 

(lateral direction), with full electronic apodization, focusing and steering. 

To avoid confusion: 1D arrays create 2D images, and 2D arrays create 3D volumes. 

The ultrasound scanner also usually allows several configurable lateral focus points 

using electronic focusing (figs. 3b, d).  
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Fig. 5: Illustration of the imaging sector of an ultrasound probe and the image positions 
of a freehand 3D ultrasound acquisition, performed as a parallel sweep. a) Illustration 
of the extent of the imaging sector of an ultrasound probe. The lateral, axial and 
elevation direction are marked in addition to a fixed elevation focus. b) Several 2D 
ultrasound images may be collected together with their positions. By using a 
reconstruction algorithm this data may be combined to form a 3D volume. As illustrated 
in a) each ultrasound image has in reality some thickness, and is not as thin as shown in 
the illustration. 

 

Ultrasound in image-guided surgery 

Ultrasound probes may also be tracked with the help of a tracking system by attaching 

a position sensor to the ultrasound probe. The ultrasound images may either be shown 

directly in real-time with the IGS software at the correct position inside the patient’s 

body, or used to create a 3D volume that is placed at the correct position alone or 

relative to already acquired images and tracked instruments (fig. 2). Due to the nature 

of the ultrasound images, tracking of an ultrasound probe is possible by utilizing the 

nature of the ultrasound speckle in the image (Laporte and Arbel 2008) or by a special 

probe construction such as the I-beam probe (Hossack et al. 2000). However, such 

tracking methods don’t provide the same accuracy as position sensors. 

 

3D ultrasound images may either be directly acquired with 3D ultrasound probes (fig. 

4d) or by tracking 2D ultrasound probes (fig. 1e and figs. 4a-c). 3D ultrasound probes 



consist of two types: The mechanically swept probe, basically sweeping a 1D array in 

a fixed pattern (Prager et al. 2010), and the 2D matrix-array transducer acquiring 3D 

images directly. When using tracked 2D probes a freehand scan is usually performed 

(fig. 5b) and the 3D image is created with a 3D reconstruction algorithm. 3D probes, 

especially 2D array probes, will allow both easy acquisition of near real-time 3D data 

and the possibilities of 3D data with time as a fourth dimension. On the other hand, 

the advantages of tracked 2D probes over 3D probes are: 

• The data from the 3D probe are not yet easily available to third party ISG 

applications. 

• 3D volumes can be achieved with any specialized ultrasound probe, while the 

selection of 3D probes is still limited. 

• The volume covered by a 3D probe is much smaller than is practical in most 

IGS applications, however this limitation might be overcome by creating an 

application for combining data from the 3D probe into a larger volume.  

• Currently the data stream from the ultrasound probe is limited due to physical 

limitations (Prager et al. 2010). This means it is possible to get a higher 

resolution volume from a 2D probe than a 2D array probe. (A mechanically 

swept 3D probe should be able to achieve resolution closer to that of a 2D 

probe.) 

• 3D probes may interfere more with some kinds of electromagnetic tracking 

systems that 2D probes (Hastenteufel et al. 2006). 

• The cost of 2D ultrasound probes are less than 3D probes. 

A disadvantage of tracked 2D probes is that the visualized tissue must be stationary 

because of the time needed for the 3D acquisition. Also the need of an external 

tracking device makes this method more cumbersome. In addition the elevation 

resolution (fig. 5a) of 2D probes (figs. 4a-c) are usually much poorer than the 

resolution in the other directions, while a 2D array probe (3D probe) can have the 

same resolution in both the elevation and lateral direction. 

 

There exist a lot of different algorithms for reconstructing 3D volumes from freehand 

2D ultrasound images (Paper I). The three main algorithm groups are: 

• Voxel-Based Methods. Each voxel in the 3D volume is assigned an 

appropriate value, based on the pixel values of the nearby 2D images.  
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• Pixel-Based Methods. The value of each pixel in the 2D images is added to the 

nearest voxel(s) in the 3D volume. When several values are added to the same 

voxel some sort of averaging / preference is used. After the first step of adding 

the pixel values an interpolation step is usually performed to fill empty voxels.  

• Function-Based Methods. Functions are created based on the pixel values in 

the 2D images, and the 3D volume is created by evaluating these functions at 

regular intervals. 

For a tracked ultrasound probe the position and orientation of the 2D ultrasound 

image must match the position of the tissue visualized, and several spatial calibration 

methods exist (Mercier et al. 2005; Hsu et al. 2008). In addition to the spatial 

calibration the ultrasound probe may also need a temporal calibration (Treece et al. 

2003; Rousseau 2006) since both the signal from the positioning system and the 

ultrasound video may have their separate time delays. 

 

Displaying medical images 

Most medical images may be displayed either in 2D or 3D, regardless of the image 

source being 2D or 3D. In addition, data from several sources/modalities may be 

displayed together. To allow easier presentation of multimodal images a common 

method is to segment out interesting areas and present these as differently colored 

surface models. 3D display examples of multimodal images are: 

• Rendering of surface models from multiple data sources. 

• Volume rendering of one data source, with surface models from other data 

sources (fig. 6a). 

• Volume rendering of multiple data sources (fig. 6b). This usually requires 

different coloring to distinguish the volumes from each other. Surface models 

may also be included (fig. 6c). 

2D display examples of multimodal images: 

• One data source in each 2D display. For 3D data sources, each data source 

may have several 2D displays showing slices in different directions (e.g. axial, 

coronal and sagittal: fig. 6d). 

• Several data sources are shown in each 2D display, the smaller or more 

detailed sources obscuring others. 



• Several data sources in each 2D display using blending with see-through 

effects (the use of colors is useful). 

The physical positions of the data shown in the different 2D views may be linked, and 

the same position in all views may be marked with a crosshairs or similar (figs. 6b-d). 

3D and 2D may also be combined in one 3D display by showing the 2D with correct 

placement in 3D. Several different 3D volume rendering methods width different 

rendering speed and quality may be used (Karadayi et al. 2009). Different transfer 

functions and filters may also improve the volume quality. Fast, relatively high 

quality volume rendering is available today with graphics processing units (GPUs). 
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Fig. 6: Different ways of displaying medical images. The images are taken from a pig 
study. a) 3D rendering from one data source (ultrasound) and 3D surface models (cyan) 
from another (DynaCT). b) Volume rendering of two different data sources. Ultrasound 
is shown in gray and DynaCT in red and yellow. c) Volume renderings of ultrasound 
and dynaCT. In addition the surface models from the DynaCT in also shown. d) Axial, 
coronal and sagittal view of the two different volumes, with the corresponding position 
marked in each. A shift between the ultrasound and DynaCT is visible. 
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Aims of study 

The goal of this PhD project was to develop technology that can help include more 

clinical cases for minimally invasive therapy. The means to achieve this goal was 

through research on intraoperative 3D ultrasound, both alone and in conjunction with 

preoperative images in a navigation system. This was accomplished through 

concentrating on the following topics: 

• Freehand ultrasound reconstruction algorithms, exploring and understanding 

the algorithms and their quality and time consumption (Paper I and II). 

• Ultrasound reconstruction quality, identifying and comparing the impact from 

different factors like: algorithms, positioning systems, distortions of electro-

magnetic positioning, ultrasound data sources, and ultrasound probe 

calibration (Paper I, II and IV). 

• Integrating 3D ultrasound in laparoscopic surgery by investigation the 

possible use and accuracy of a flexible navigated ultrasound probe (Paper III 

and IV). 

• Feasibility study and integration of software for a navigated surgery system, 

with the aid of open source toolkits. Application for laparoscopic surgery was 

emphasized (Paper III, IV and V). 

The usability of image-guided surgery depends partly on the usefulness of the 

navigation system. Correctly positioned intraoperative 2D and 3D ultrasound may 

enhance a navigation system and allow the surgeon to threat a wider range of clinical 

cases with minimally invasive therapy and more real-time information may lead to 

better procedures. In addition a wider use of ultrasound may lead to lower radiation 

doses for patients. 
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Summary of papers 

Paper I - Freehand 3D Ultrasound Reconstruction Algorithms--A Review 

3D ultrasound volumes may be created with regular 2D ultrasound probes by using 

both the 2D images and the position information of these images. This paper 

describes most freehand 3D reconstruction algorithms with illustrations and pseudo 

code implementations for some of the algorithms. The different algorithms were 

sorted into three groups: Voxel-Based Methods, Pixel-Based Methods and Function-

Based Methods. An overview of algorithm time consumption was also created, based 

on published data. 

 

Paper II - Comparison of methods for freehand 3D ultrasound 
reconstruction from analog and digital data 

As described in Paper I, many 3D ultrasound reconstruction algorithms exist. Paper II 

compares two different reconstruction algorithms and three different data sources: 

Analog video, digital video and digital scan-line data. The comparisons were 

performed using novel comparison methods for detecting potential differences in 

image quality of the reconstructed volumes. The assessments were based on a number 

of image criteria: detectability of wire targets, spatial resolution, detectability of small 

barely visible structures, subjective tissue image quality, and volume geometry. In 

addition we also performed the more “traditional” comparison of reconstructed 

volumes by removing a percentage of the input data. The quality of images resulting 

from both reconstruction algorithms and data sources from one scanner was 

compared. The results showed that in our setup the choice of data source were more 

important than the choice of reconstruction algorithm, and that processed video 

performed better than the digital scan-line data, digital video performing better than 

analog in a few comparisons. However, the quality of the two processed video sources 

where difficult to separate by the comparison methods, indicating that the quality loss 

of using flexible video grabbing solutions over scanners with digital interface was not 

significant in our study. However, it must be taken into account that the conclusions 

are only based on comparisons performed with one probe on one specific scanner. 

 



Paper III - Navigation in laparoscopy – Prototype research platform for 
improved image-guided surgery 

This paper describes the use of our prototype research and development platform, 

CustusX, for navigation in minimally invasive therapy. CustusX can import and 

display a range of medical images including real-time data such as ultrasound and X-

ray, during surgery. Tracked surgical tools, such as pointers, video laparoscopes, 

graspers, and various probes, allow surgeons to interactively control the display of 

medical images during the procedure. In this paper we illustrate the use of the system 

with examples from two pilots performed during laparoscopic therapy. Finally, we 

shortly describe an ongoing multicenter study using this surgical navigation system 

platform. 

 

Paper IV - Navigated ultrasound in laparoscopic surgery 

This paper was written as a follow up on Paper III. Laparoscopic surgery is minimally 

invasive therapy performed through small incisions. These small entry points limit 

free sight and possibility to palpate organs. Endoscopes provide an overview of 

organs, but ultrasound will provide real-time information beyond the surface of the 

organs. In this paper we have performed research in order to explore the possibility of 

tracked 2D and reconstructed 3D ultrasound combined with 3D CT data in the 

CustusX prototype navigation system. A flexible intraoperative ultrasound probe was 

used in the study. We presented two ways of tracking this probe: Either with optical 

sensors at the shaft with the flexible part locked in one position, or with 

electromagnetic micro-positioning sensors mounted at the tip of the probe allowing 

full flexibility. The integration of the micro-positioning sensors was done in our 

laboratory as a prototype. We evaluated the accuracy of the 3D laparoscopic solution 

with the electromagnetic position sensors and the use of an electromagnetic tracking 

in the operating room. While the root mean squared distance error of the laboratory 

setup was 0.3 mm the error in the operating room setup was 2.3 mm in the center of 

the measurement volume. However, the surgical instruments and the ultrasound probe 

added no further inaccuracies. 
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Paper V - Integration of a real-time video grabber component with the 
open source image-guided surgery toolkit IGSTK 

The image-guided surgery toolkit (IGSTK) is an open source C++ library that 

provides the basic components required for developing image-guided surgery 

applications. This conference proceeding describes an integration of a real-time video 

grabber component to the IGSTK toolkit. The video grabber may be used for 

importing different real-time intraoperative data such as ultrasound or endoscopic 

cameras. The video may be displayed in either a 2D window or integrated in a 3D 

scene. The video grabber component design and example applications using the video 

grabber component were also presented. 
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Discussion and future work 

The usefulness of Image-guided surgery (IGS) systems is dependant on high quality 

updated images and accurate instrument positions. In the present PhD we have 

focused on integrating both 2D and freehand 3D intraoperative ultrasound. The 

research into 3D reconstruction algorithms and the usability of flexible ultrasound 

probes may allow ultrasound to be used in a wider range of operations. This may lead 

to lower radiation doses for patients. The research may also lead to more patients 

being treated minimally invasive instead of open surgery resulting in shorter patient 

recovery time. Additionally, this work may lead to improvements in some kind of 

procedures, giving the surgeon more information than previously available (Solheim 

et al. 2010) 

 

Some of the work I have performed during the PhD with implementing reconstruction 

algorithms and ultrasound data import will be included in the new version of the 

CustusX navigation software. Also the conclusions from the papers, especially Paper 

II are important for the further development of the CustusX software: Choice of data 

source might be more important for reconstruction quality than choice of re-

construction algorithm. As video-grabbed analog video is readily available for all 

kinds of ultrasound scanners, it is also important to know that the quality loss by 

choosing video-grabbed analog video over digital video might be relatively small. 

However this must be evaluated for the separate scanner, or another study like Paper 

II could be performed including several scanners to find a general conclusion. Papers 

III and IV show laboratory experiments with a tracked intraoperative ultrasound 

probe. We will further improve the system to be suitable for use on patients to further 

improve the outcome in laparoscopic surgery. 

 

Real-time 3D reconstructions and real-time 3D ultrasound 

Currently, graphics processing units (GPUs) have both achieved a lot of processing 

power and have the ability to perform a lot of processing in parallel. Previously, there 

were limitations on what kind of algorithms that could be created for GPU processing, 

and a lot of work might be necessary to create the algorithms.  Lately, GPUs have 



become able to process all kinds of algorithms, and programming standards like open 

computing language (OpenCL) allow easier access to GPU programming. 

 

In order to perform 3D reconstruction in real-time or near real-time the use of the 

parallel computing power to the GPU looks promising. This will make 3D re-

constructions more convenient to use. Currently only a few papers are published on 

this subject (Wein et al. 2006; Karamalis et al. 2009), but more work will be 

performed on this subject in the future. 

 

Even if the reconstruction is performed in real-time, this will not give a real-time 3D 

volume. In situations demanding real-time or fast 3D volume acquisition 2D array 

ultrasound probes (3D probes) are needed. Currently the 2D array probes have some 

limitations, as mentioned above, but some or all of these may eventually be over-

come. If 3D probe resolution may match the resolution of the 2D probes for large 

real-time volumes the 3D probes will probably be more useful in many more 

applications and eventually may replace most use of 2D probes, as 3D probes may 

also create 2D images if necessary. Such improvements may also increase the general 

use of ultrasound. Another trend that may increase the use of ultrasound is ultrasound 

scanner miniaturization like the new Vscan ultrasound scanner from GE Healthcare. 

3D probe miniaturization (Light et al. 2005) may also play an important part in the 

use of 3D probes becoming more widespread. 

 

Improving the imaging of a navigation system 

The usability of IGS may be improved by providing more useful information in the 

navigation system. This may be done by providing images from several modalities at 

the same time; e.g.: CT/MRI + 2D/3D ultrasound. This allows CT/MRI to be used for 

overview and ultrasound to be used as a source for more details or real-time in-

formation. As a surgical procedure proceeds, more and more of the original imaging 

may not be correct any more and real-time information is essential. In addition to 

provide updated images, real-time imaging modalities may be important to update 

positions of anatomy, which again may be used to correct information in the pre-

operative images and even deform the images to match the real-time information. A 

way of achieving this is to register the different images to each other (Reinertsen et al. 
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2007). The reason for trying to reposition pre-operative images is that they may in 

some situations give better images or a better overview as well as give added in-

formation not available in the intraoperative imaging modality. Other important intra-

operative images may be obtained from a microscope or an endoscope. In the future 

we may also be able to merge these images with the other imaging modalities (see 

example in Paper III) improving interpretation and information. 

 

Another way of improving IGS is to provide more information from the available 

data, and present this information in an intuitive way for the surgeon. A method of 

doing this is to color certain parts of a volume instead of only presenting data in gray-

scale. Such coloring may be used in a number of different ways and may improve the 

surgeons awareness and thus reduce the failure rate. 

 

Dealing with inaccurate areas in a reconstructed 3D volume 

3D ultrasound reconstructions from freehand scans may contain different kinds of 

inaccuracies (Lindseth et al. 2002). This may be due to inaccuracies in the tracking 

system (see Paper IV), inaccurate probe calibration, varying speed of sound, missing 

position data, too fast probe movement, tissue movement, or tissue deformation. 

Especially the electromagnetic tracking systems have poorer accuracy than the optical 

systems, and they are also much more vulnerable to distortions (Paper IV). While 

most of these inaccuracies may be difficult to detect they are usually visible in the 

final 3D volume. This means that they may in theory be detected or corrected by 

image processing techniques. Tissue deformation in the depth direction may be 

corrected with the method suggested by Treece and coworkers (Treece et al. 2002); 

using image correlation techniques for rigid and non-rigid image registration. An 

application not mentioned by Treece et al. (2002) is that the rigid image registration 

part of this method should also correct tissue movement in both 2D image directions. 

The corrected volume may be used directly or be compared with a volume 

reconstructed without this kind of correction to obtain inaccuracy information. The 

image correlation used in the correction process may introduce new errors so some 

kind of inaccuracy visualization may prove a valuable tool if the corrected volumes 

are to be used for navigation, allowing the user of the software to determine if the data 

is good enough or if new data must be collected. One way to present detected 



inaccurate areas is to show them in a different color in the navigation system (see fig. 

7 for an example). Even if no new data are collected the user will still be aware of the 

areas containing inaccurate data. Some reconstruction algorithms may easily detect 

missing position data or too fast probe movement from interpolation or similar 

techniques. Reconstructed volume data over a certain distance from known data could 

be tagged as inaccurate. This information have never been explicitly presented in any 

publication even if it may provide the surgeon with vital information, allowing him to 

decide if another 3D scan is necessary to get more accurate data in certain regions. 

The inaccurate areas could be shown as the example illustrated in fig. 7. 

 

 

Fig. 7: Example of a 3D ultrasound volume with the inaccurate data colored. The 
inaccurate data in the illustration are found through interpolation in an ultrasound 
reconstruction algorithm, but may also be found through other techniques. The data are 
coded with color after how far the values are from the input data: Yellow is closer than 
red. 

 

In some situations a visualization of inaccuracies may not be the best solution, as the 

user of the navigation software may not have the experience or the time necessary to 

determine the volume quality. Instead of visualizing the inaccuracies, a maximum 

inaccuracy may be calculated and compared to an acceptable maximum inaccuracy, 

and the volume may be automatically accepted or rejected. However, not all parts of a 

3D volume may be equally important. To make sure only the relevant area of a 
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volume are considered, the user may be asked to mark a region of interest (ROI) in 

the 3D volume. This ROI may be used to limit the area to calculate inaccuracies and 

determine if the volume is to be rejected. The ROI may also be used to improve 

reconstruction (San José-Estépar et al. 2003) and correlation speed. In addition the 

ROI may improve image correlation methods by only correlating the most important 

areas of the images, this is especially important if the correlation are only used for 

rigid registrations. 

 

Conclusion 

Navigation has shown to be useful for exploring improvements in laparoscopic 

surgical procedures. By integrating micro positioning systems with a flexible 

intraoperative ultrasound probe real-time information beyond the surface of the 

organs can be visualized in an intuitive way for the surgeon during the intervention. 

We found that the accuracy of the electromagnetic position sensors was satisfying for 

giving valuable information for guidance. Fast ultrasound reconstruction algorithms 

may perform almost as good as slow algorithms, and video grabbed analog data may 

give volumes that are comparable to digital video data. 3D ultrasound reconstruction 

is obtainable in real-time or close to real-time in the operating room. In summary the 

use of navigation and intraoperative ultrasound in laparoscopic surgery is promising, 

but the technology needs further development in order to be efficient and usable in 

most clinical procedures. 
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Abstract—Three-dimensional (3D) ultrasound (US) is increasingly being introduced in the clinic, both for
diagnostics and image guidance. Although dedicated 3D US probes exist, 3D US can also be acquired with the still
frequently used two-dimensional (2D) US probes. Obtaining 3D volumes with 2D US probes is a two-step process.
First, a positioning sensor must be attached to the probe; second, a reconstruction of a 3D volume can be
performed into a regular voxel grid. Various algorithms have been used for performing 3D reconstruction based
on 2D images. Up till now, a complete overview of the algorithms, the way they work and their benefits and
drawbacks due to various applications has been missing. The lack of an overview is made clear by confusions
about algorithm and group names in the existing literature. This article is a review aimed at explaining and
categorizing the various algorithms into groups, according to algorithm implementation. The algorithms are
compared based on published data and our own laboratory results. Positive and practical uses of the various
algorithms for different applications are discussed, with a focus on image guidance. (E-mail: ole.v.solberg@
sintef.no) © 2007 World Federation for Ultrasound in Medicine & Biology.

Key Words: 3D ultrasound, Reconstruction methods, Positioning, Freehand acquisition, 3D imaging, Ultrasound
compounding.

INTRODUCTION

Minimally invasive surgery or image-guided surgery is
an important field in therapy, becoming more and more
widespread. To minimize the intervention, high demands
must be made to the imaging modalities used due to
image quality and accuracy. During surgery, intraopera-
tive imaging is needed in addition to preoperative im-
ages, since changes occur during surgery. Even though
the more commonly used imaging technologies such as
magnetic resonance imaging (MRI) and computed to-
mography (CT) are possible to use during surgery, there
are still some significant practical limitations, due to
costs, equipment adaptation in the magnetic field, user
friendliness, image quality and radiation doses. Three-
dimensional (3D) ultrasound (US) is already being intro-

duced alone or together with preoperational images for
guidance of surgical applications.

Two-dimensional (2D) US is being extensively
used for a variety of clinical applications and 3D US is
now also more frequently demonstrated in the clinic. The
main advantage of 3D US is that arbitrary 2D images
through the volume may be visualized and not only
images in the same plane as the US acquisition is per-
formed, which is the only option with 2D US. 3D allows
views not possible with 2D. In addition, 3D US also
allows a 3D volume rendered view and 3D segmenta-
tions of objects. Two different main approaches for 3D
US creation exist: using a dedicated 3D US probe or
using a regular 2D US probe for acquiring the images
and combining these 2D slices to a 3D volume. A 3D US
probe may be a 2D array acquiring 3D volumes directly
or a mechanical 3D probe consisting of a regular one-
dimensional (1D) array acquiring multiple 2D images
with a motor that sweeps the 1D array over the scanned
area in a certain manner: linear, tilt or rotational (Fenster
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et al. 2001). The 3D reconstructions with motorized
probes are very similar to a freehand 3D reconstruction,
although the 2D image positions have a more regular
pattern than that for freehand 3D US. A 2D array US
probe may also be used to acquire real-time 3D volumes
(also called 4D).

3D volume reconstruction from free-hand acquired
2D images usually needs position data of the 2D slices.
The most common method for obtaining positioning data
is to attach a position sensor to the probe: electromag-
netic, optical, mechanical arm or acoustic. [See Cinquin
et al. (1995) for a description of these positioning sys-
tems.] However, some systems use alternative methods
such as the I-beam probe (Hossack et al. 2000), where
the image positions are tracked with respect to each other
with a special probe configuration and the US data. Other
methods do not use any external positioning measure-
ments at al.: the predefined operator probe movement
(Downey and Fenster 1995), speckle decorrelation
(Tuthill et al. 1998), frame distance estimation (Lee et al.
2001) or linear regression (Prager et al. 2003). In the
literature so far, the sensorless methods have not been
shown to give the same accuracy as tracking systems.

In addition to the reconstruction algorithm itself,
several factors affect the 3D volume reconstruction ac-
curacy. High quality 3D reconstructions depend on both
the quality of the input 2D images and the accuracy of
the position data. Tracking system inaccuracy, the ultra-
sound probe calibration process, sound of speed variation
and tissue movement are all important error sources that
are handled elsewhere (Lindseth et al. 2002; Treece et al.
2002; Mercier et al. 2005).

Earlier work has been done to explain 3D US in
general (Nelson and Pretorius 1998; Fenster et al. 2001),
3D US in neurosurgery specifically (Unsgaard et al.
2006) and some of the different reconstruction algo-
rithms and a grouping of these (Rohling et al. 1999). The
article by Rohling et al. (1999) is often referred to by
others for demonstrating examples of different algo-
rithms and is sometimes also given as reference to spe-
cific algorithms as well. Some confusion exists in the
literature about algorithm and group names along with
some unclear algorithm origins. We believe that these
problems arise from lack of a clear overview of freehand
3D US reconstruction algorithms.

The present article will, therefore, provide a thor-
ough description and grouping of the various freehand
3D reconstruction algorithms with focus on the recently
published. Although choice of positioning system and
probe calibration also affects reconstruction accuracy,
this will not be the focus of this article. For a compre-
hensive review, see the article by Mercier et al. (2005).
Benefits and drawbacks of the various 3D reconstruction
algorithms will be discussed with emphasize on time

usage, quality, practical implementation and usefulness
in image-guided surgery applications.

DESCRIPTIONS OF RECONSTRUCTION
ALGORITHMS

In the following, the different reconstruction algo-
rithms have been sorted into three groups based on
implementation: Voxel-Based Methods (VBM), Pixel-
Based Methods (PBM) and Function-Based Methods
(FBM). VBMs traverse all voxels in a target volume and
inserts corresponding pixels from the input images.
PBMs traverse the input pixels and insert them into the
corresponding target volume voxels. FBMs estimate
functions of the input data that are used for creating the
voxel grid.

Some of the algorithms in this section are explained
with illustrations, shown as 2D simplification of the 3D
cases. In these illustrations, the 3D voxel grid is shown
as a 2D grid marking the centers of the voxels and the 2D
input images are illustrated as lines where the pixel
centers are marked. An overview of the different algo-
rithms discussed in the article can be found in Table 1.

Voxel-Based Methods (VBM)
VBMs traverse each voxel in the target voxel grid

and gather information from the input 2D images to be
placed in the voxel. In the different algorithms, one or
several pixels may contribute to the value of each voxel.

Each voxel is assigned the value of one pixel. Some
methods use only one input pixel for deciding the value
of a voxel. An algorithm usually implemented this way is
the Voxel Nearest Neighbor (VNN) (Sherebrin et al.
1996). VNN traverses each volume voxel and assigns the
value of the nearest image pixel (Fig. 1). Stradx (Prager
et al. 1999) is a real-time acquisition and visualization
system that uses a method that in practice works as a
VNN interpolation. Stradx achieves a fast reconstruction
of arbitrarily oriented 2D slices through the set of 2D
images without creating a 3D volume. Stradx traverses
each pixel in the target 2D slice and inserts the value of
the nearest pixel in the input images. The Stradx system
also supports nonplanar reslices, resampling data along a
curved surface which is unrolled for display on a flat
screen (Gee et al. 1999). Even though Stradx is placed in
the same group as VNN, it is quite different from other
reconstruction algorithms by not using a voxel grid at all.

Voxel-Based Methods With Interpolation (VBMI).
VBMI use an interpolation between several input pixel
values for deciding a voxel value.

1D interpolation (Berg et al. 1999) is the reconstruc-
tion implementation used in the EchoPAC-3D software
(GE Vingmed Ultrasound, Horten, Norway). This
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method is based on acquiring the raw data from the US
scanner, but the method can also be used with video
grabbed images, since the reconstruction is done along
one dimension; this may be done based on either a 2D
image or a 1D scan line. Berg et al. (1999) use a tilt scan
and present two interpolation methods based on the max-
imum angle between two enclosing scan planes. If the
maximum angle is less than 20°, a linear interpolation
orthogonal to a virtual scan plane in the middle of the
scan planes are used (Fig. 2a). If the maximum angle is
more than 20°, each 2D scan plane is defined with a
certain thickness defining the region where it contributes
to the interpolation (Fig. 2b). The interpolation in both
cases uses a linear weight decreasing with the distance to
the scan planes. The algorithm is used to create 4D
volumes in a region of the human heart by also storing
ECG signals. Another description of the EchoPAC-3D
software (Martens and Gilja 2005) indicates that only
the second method (Fig. 2b) is currently being used
and that compounding may also be achieved with the
same algorithm.

An interpolation from the two nearest surrounding
slices is used by Trobaugh et al. (1994). This algorithm

traverses the voxels and finds the two nearest 2D slices
on each side of the voxel (Fig. 3). A normal is calculated
to each of these slices and the four surrounding pixels are
bilinearly interpolated in each plane. The final voxel
value is calculated as a weighted sum with contributions
from the two planes based on the distances from the
voxel to the planes.

The Probe Trajectory (PT) method (Coupé et al.
2005) builds on the algorithm by Trobaugh et al. (1994).
Instead of using an orthogonal projection of the closest
2D planes to a point, a probe trajectory is estimated and
used for finding the corresponding pixels in the nearest
2D planes (Fig. 4). This is done by computing a “virtual”
plane through the point to be calculated. First, the probe
distance to this “virtual” plane is estimated by interpo-
lating the time stamp of the two closest 2D planes. This
estimate assumes a constant probe speed between these
planes. Then a cubic interpolation of position parameters
at the estimated time stamp is done. Four B-scans are
used for this cubic interpolation. The values to be used in
the interpolation can be obtained directly from the
nearby planes; because the “virtual” plane will have the
same in-plane 2D coordinates.

Voxel-based tri-linear interpolation (Thune et al.
1996) is based on acquiring the raw data from the US
scanner. The 3D volume is then reconstructed from the
1D scan lines instead of the 2D scan converted planes.
Each voxel is interpolated from the eight closest points in
the scan lines.

Pixel-Based Methods (PBM)
PBMs traverse each pixel in the input images and

assign the pixel value to one or several voxels. A PBM
may consist of two steps: a Distribution Step (DS) and a
Hole-Filling Step (HFS). In the DS, the input pixels are
traversed and the pixel value applied to one or several
voxels, often stored together with a weight value. In the
HFS, the voxels are traversed and empty voxels are being
filled. Most hole-filling methods have a limit on how far
from away from known values the holes are filled, so if
the input images are too far apart or the hole-filling-
limits are too small there will still be holes in the con-
structed volume.

One pixel contributes to one voxel. In this method,
each input pixel value is only applied to one voxel.
Several pixels may in this way contribute to the same
voxel if the algorithm supports this.

In the bin-filling stage of Pixel Nearest Neighbor
(PNN), the algorithm runs through each pixel in all the
2D US images. Each pixel value is filled into the nearest
voxel (Fig. 5a). Multiple contributions to the same voxel
are usually averaged (Nelson and Pretorius 1997; Gobbi
and Peters 2002), but different variants are possible, like

Fig. 1. VNN. A VBM that traverse each voxel and assign the
value of the nearest input pixel. A normal from the voxel to the
image is calculated and the nearest pixel value is inserted into
the voxel. (The input images are illustrated by lines and the
points in the lines illustrate the centers of the pixels. The 2D

grid marks the centers of the voxels in the 3D voxel grid.)
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keeping the maximum value (Nelson and Pretorius
1997), the most recent value (Ohbuchi et al. 1992) or the
first value (Trobaugh et al. 1994). Most PBMs use a PNN
bin-filling as the Distribution Step (DS) and, sometimes,
it may not be necessary with a Hole-Filling Step (HFS)
afterwards if the input images are close enough (Gobbi
and Peters 2002).

The Solus system (Carr et al. 2000) is based on the
Stradx system (Prager et al. 1999). Instead of using a
global VNN, the Solus system implements a localized
approach to a VNN interpolation. In the DS, each 2D
image is inserted into a 3D voxel grid with a predefined
image thickness corresponding to the thickness of the
US image (Fig. 6). The voxels intersecting the thick
input image are assigned the value of the nearest pixel
and the distance to the value in the voxel is stored. If the
voxel already has a value only the value from the nearest
pixel is used. A HFS is not used/needed because of the
image thickness in the DS. The result is similar to a VNN
interpolation with holes where the input 2D images are
too far away from the voxels.

PNN with hole-filling from a local neighborhood.
After the DS, there are usually holes in the voxel array,

especially if the volume has not been scanned with a
dense sampling. In the HFS, the volume from the DS is
traversed and each empty voxel is attempted filled with
the information of the nearby already filled voxels (Fig.
5b). Various methods have been presented for this pur-
pose: an average of nonzero pixels from an intersecting
2D plane (McCann et al. 1988), an average or maximum
(Nelson and Pretorius 1997; San José-Estépar et al.
2003a) or a median (San José-Estépar et al. 2003a) of
nonzero voxels in a 3D local neighborhood, or interpo-
lation between the two closest nonzero voxels (Hottier
and Billon 1990). Nelson and Pretorius (1997) propose a
method of reducing the resolution of the voxel grid in
steps by a factor of two in each step (in each direction).
It is unclear if they insert the 2D slices again in this
reduced grid or use the already existing grid for gener-
ating the reduced version. After the reconstruction, Nel-
son and Pretorius (1997) propose to use a 3 � 3 � 3
Gaussian or median filter to improve the volume data.

PNN with a 3D kernel around filled voxels. Instead
of basing the hole-filling on the holes, it is possible to
base it on the already filled voxels by applying this value
with a weighting to the nearby voxels. In the HFS, these

Fig. 2. 1D interpolation. (a) A VBM with 1D interpolation orthogonal to each of the nearby scan planes. Each voxel
value is assigned a value orthogonal to the nearest scan planes. If more scan planes lie within a certain range an average
is calculated, weighted with the inverse of the distance to the planes. (b) VBM with 1D interpolation orthogonal to a
virtual middle plane. A virtual middle plane is created through the center of each voxel. The voxel value is calculated
as a linear interpolation orthogonal to this plane, with use of each nearest pixel in each of the nearest enclosing planes.
(In both illustrations, the input images are illustrated by lines and the points in the lines illustrate the centers of the pixels.

The 2D grids mark the centers of the voxles in the 3D voxel grids.)
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algorithms traverse the voxels and apply the voxel value
to a local neighborhood (called kernel) around the voxels
filled in the DS step.

An adaptive spherical Gaussian kernel is presented
by San José-Estépar et al. (2003b). Each filled voxel is
applied to the neighboring voxels with the help of a
spherical Gaussian kernel (Fig. 7a). The variance of the
kernel is dependent of the variance of the intensity of the
nearby pixels. This pixel variance is calculated based on
the PNN bin-filling step. The result is kernels of various
sizes according to the density of the input data. A bank of
precomputed kernels is used to speed up the interpolation
process. The result is then normalized to avoid an in-
crease in intensity values.

Normalized Convolution (Knutsson and Westin
1993) is used by San José-Estépar et al. (2003a) as a
method of interpolating the data after the PNN bin-filling
stage (Fig. 5a) has been performed. The Point Spread
Function of the US system is used as an input to the
applicability function used in the Normalized Convolu-
tion. This applicability function will determine the extent
of both the kernel and the weighting that the input values
are weighted with in the neighboring voxels. See Fig. 7b
for illustration. The Normalized Convolution method
also uses a certainty function, which is used for weight-
ing the accuracy of the data. San José-Estépar et al.
(2003a) uses this to apply a certain weight to the data

locations from the bin-filling stage, while the empty
voxels are weighted as empty.

3D kernel around input pixels. Instead of running a
two-step algorithm like the PNN, some algorithms do
both the insertion and hole-filling in the DS. These
algorithms are traversing the input pixels and assigning
the pixels value into the voxels in a local neighborhood
(called kernel) around the pixel position. In addition to
the pixel values, a weight value is associated with each
voxel. The weight value is used for calculating the final
voxel values when several pixels supply values to
the voxel. In this process, the actual pixel positions are
used, since the pixel and voxel positions are not exactly
the same. This is in contrast to the PNN algorithms with
a 3D kernel around the filled voxels.

Barry et al. (1997) use a spherical kernel with an
inverse distance weighting. This is the most commonly
used example of this kind of kernel-based algorithms.
This algorithm can be seen as a simplified variant of the
algorithm presented by Ohbuchi et al. (1992). The algo-
rithm uses a spherical kernel around each pixel (Fig. 8a).
This is then used to calculate a normalized distance
weighted average of all pixels that lie in the neighbor-
hood of the voxels. Barry et al. (1997) also store an ECG
signal together with the input images for elimination of
motion during the cardiac cycle. The user may then

Fig. 3. VBM with interpolation from the two nearest surrounding images. A normal to each of the surrounding images
is determined. A contribution from each image is determined by bilinear interpolation of the four nearest pixels. Each
voxel is assigned a value based on a distance-weighted interpolation of the contributions from the two surrounding
images. (The 2D grid marks the centers of the voxels in the 3D voxel grid. The input images are illustrated by lines in
the voxel grid illustration, and separately by 2D grids on each side. The points in the lines illustrate the centers of the

pixels.)
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specify a range within the cardiac cycle that contains the
images to be used in the reconstruction.

Pixel trilinear interpolation (PTL) (Gobbi et al. 2001;
Gobbi and Peters 2002) interpolation uses a 2 � 2 � 2
kernel with linear weighting, when applying each pixel in
the 2D images to the resulting volume. This is similar to
the method presented by Barry et al. (1997)), but with a
fixed cubic kernel instead of a configurable spherical
kernel. Gobbi and Peters (2002) have implemented both
a compounding method [similar to Ohbuchi et al. (1992),
Barry et al. (1997) and Meairs et al. (2000)] and an alpha
blending method for increased computation speed. The
alpha blending provides interpolation without using an
accumulation buffer. Only the kernel coefficient is used
for determining the compounding weight of the newly
inserted pixel compared with the existing voxel value.
Compared with the compounding method, the alpha

blending approach gives much higher weight to the last
inserted pixels, than to those inserted previously.

An ellipsoid truncated Gaussian kernel with Gauss-
ian weighting is presented by Ohbuchi et al. (1992). In
this algorithm, each pixel in the input slices is convolved
with a 3D ellipsoid truncated Gaussian kernel (Fig. 8b).
The 3D Gaussian kernel is used as an emulation of the
Point Spread Function (PSF) of the US scanner. Three
values are stored for each voxel: the reconstruction
value, the weight value and the age. The reconstruction
value is a sum of all convolutions between the pixels and
the 3D kernel that intersects the voxels. The weight value
is a sum of the values of the 3D kernels that intersect the
voxels. The reconstruction values are divided by the
weight values to obtain a normalized value, often called
a compound value. The age values of the pixels are used
to calculate a decay factor that may be used for giving

Table 1. Grouping of different reconstruction algorithms

References Implementation variant

Voxel-Based Methods (VBM): Traverse target volume and gather information

Each voxel is assigned the value of one pixel

Sherebrin et al. (1996) Standard VNN (Fig. 1)
Prager et al. (1999; 2002) VNN. Stradx (no 3D voxel volume)

Voxel-based methods with Interpolation (VBMI). Each voxel is assigned a value based on several pixels

Berg et al. (1999), Martens and Gilja (2005) lD interpolation (Fig. 2)
Trobaugh et al. (1994) Two surrounding slices interpolation (Fig. 3)
Coupé et al. (2005) Probe Trajectory (PT) (Fig. 4)
Thune et al. (1996) Voxel-based tri-linear interpolation

Pixel-Based Methods (PBM): Traverse the 2D input images and distribute the information to the target volume; may consist of a
Distribution step (DS) and an additional hole-filling step (HFS)

DS: One pixel contributes to one voxel, no HFS

Trobaugh et al. (1994) DS: PNN bin-filling (Fig. 5a)
Carr et al. (2000) VNN with image thickness. Solus (Fig. 6)

DS: PNN bin-filling, HFS: traverse empty voxels and fill these from a local neighborhood (Fig. 5)

McCann et al. (1988) HFS: Average from an intersecting 2D plane
Hottier and Billon (1990) HFS: Interpolation between two closest voxels
Nelson and Pretorius (1997) HFS: Interpolation by reduction of voxel grid

DS: PNN bin-filling, HFS: apply a 3D kernel to already filled voxels to determine impact on nearby voxels

San José-Estépar et al. (2003b) Adaptive Gaussian kernel (Fig. 7a)
San José-Estépar et al. (2003a) Normalized Convolution (Fig. 7b)

DS: Apply a 3D kernel to input pixels to determine impact on nearby voxels

Barry et al. (1997) Spherical kernel, linear weighting (Fig. 8a)
Gobbi et al. (2001), Gobbi and Peters (2002) Pixel trilinear interpolation (PTL)
Ohbuchi et al. (1992) Ellipsoid Gaussian kernel, Gaussian weighting (Fig. 8b)
Meairs et al. (2000) Ellipsoid Gaussian kernel, exponential weighting (Fig. 8b)

Function-Based Methods (FBM), see Fig. 9

Rohling et al. (1999) Radial basis function interpolation (RBF)
Sanches and Marques (2000; 2002) Rayleigh reconstruction/interpolation with a Bayesian framework

The columns list references and implementation variant. Pseudo code implementations of some of the algorithms can be found in the Appendix.
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more weight to newer pixels than to the older ones.
Ohbuchi et al. (1992) describe a method for reconstruc-
tion where the input images have both 3 degrees-of-
freedom (DOF) and 6 DOF. To speed up the calculations
in the 6 DOF case, the in-plane interpolation is linear
instead of Gaussian.

The ellipsoid Gaussian kernel with exponential
weighting by Meairs et al. (2000) is similar to the algo-
rithm by Ohbuchi et al. (1992) with an ellipsoid kernel
around the input values (Fig. 8b). An exponential
weighting is used according to the distance from the
estimated voxel to weight the pixel value contribution on
the nearby voxels. A ECG signal allows Meairs et al.
(2000) to create a 4D presentation for imaging the move-
ment during the cardiac cycle.

Function-Based Methods (FBM)
FBMs choose a particular function (like a poly-

nomial) and determine coefficients to make one or
more functions pass through the input pixels. After-
wards, the function(s) are used to create a regular
voxel array by evaluating the function(s) at regular
intervals (Fig. 9).

The Radial Basis Function (RBF) interpolation
(Rohling et al. 1999) is an approximation with splines

that tries to use the underlying shape of the data in the
volume reconstruction. A smooth function is chosen
because of the smooth intensity profile of the US beam.
To allow for measurement errors, the interpolation func-
tion is changed into an approximation function. An RBF
is used to create the spline approximation of the volume.
Instead of creating one function from all the data points,
the input data are divided into small segments. This
implementation is done to reduce the very large number
of computations otherwise required. Overlapping win-
dows enclose the segments to get smooth connections
among the neighboring segments. Rohling et al. (1999)
also propose an intelligent window-growing method that
expands the window sufficiently in all directions to en-
sure that the RBFs for each segment closely match the
RBFs of neighboring segments. All data points in the
window are used to calculate the RBF for that segment.
The result of the computations is a localized trivariate
spline.

The Rayleigh reconstruction/interpolation with a
Bayesian framework (Sanches and Marques 2000) esti-
mates a function for the tissue by statistical methods.
This is done by Bayesian estimation methods, where a
Rayleigh distribution is used to describe the US data. The
computational speed of the algorithm is improved by

Fig. 4. VBM with interpolation from two nearest images with the PT algorithm. A virtual plane is calculated through
the voxel center. The probe trajectory between the two surrounding nearest slices is estimated, assuming a constant
probe speed. This probe trajectory is used to find the point on the two planes corresponding to the voxel in the virtual
plane. Each of these points gets assigned a value with a bilinear interpolation of the four enclosing pixels. The voxel
is assigned a value by a distance-weighted interpolation of the contributions from the two planes. (The 2D grid marks
the centers of the voxels in the 3D voxel grid. The input images are illustrated by lines in the voxel grid illustration and

separately by 2D grids on each side. The points in the lines illustrate the centers of the pixels.)
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running the first iterations on low resolution versions of
the voxel volume (Sanches and Marques 2002).

COMPARISON AND DISCUSSION

In this article, the algorithms are grouped based
on how they are implemented. This is an alternative to
the grouping used in the literature (Rohling et al.
1999) where algorithms are sorted into groups accord-
ing to how they work: Voxel Nearest Neighbor (VNN)
interpolation, Pixel Nearest Neighbor (PNN) interpo-
lation and Distance Weighted (DW) interpolation. The
group name Distance Weighted (DW) interpolation
(Rohling et al. 1999) is sometimes confused with the
method inverse Distance Weighted interpolation
(Barry et al. 1997), which is also often referred to as
DW. Some articles are not clear on which algorithms
they refer to, or if they refer to a group or an algo-
rithm. To avoid misunderstandings in the literature,
the actual algorithm names with references should be

used instead of group names, since the different algo-
rithms inside a group may have different properties.

When choosing and implementing the algorithms
for clinical use, it is important to take certain aspects
into account, especially due to the practical applica-
tion in which the algorithm is to be used. In the
following, the various algorithms are compared and
discussed according to: Analog versus digital US im-
age import, VBM versus PBM, deciding Region-of-
Interest (ROI), algorithm computation time, recon-
struction quality, real-time versus high-quality imple-
mentations, postprocessing supporting algorithms and
practical considerations. Some essential data (compu-
tation time, size of input data and hardware used)
disclosed from published material are described in
Table 2. Table 3 contains data obtained from our own
laboratory experiments where we have tested some
reconstruction algorithms due to performance with
current computers. The most important parameters, as
speed and quality are discussed related to the usage in
applications for image-guided surgery.

Fig. 5. (a) PBM DS: PNN bin-filling stage, each voxel is assigned the value of the intersecting pixel(s). This is done
by traversing each pixel and assigning the pixel value to the voxel occupying the pixel position. Multiple contributions
to the same voxel are handled either by using an average of all values or by storing the maximum or the latest value.
(b) PBM HFS: PNN hole-filling from a neighborhood around the hole, each empty voxel is assigned a value based on
the nearest already filled voxels. This value may either be an average or median, or an interpolation between the two
closest nonzero voxels. (In both illustrations, the input images are illustrated by lines and the points in the lines illustrate

the centers of the pixels. The 2D grids mark the centers of the voxles in the 3D voxel grids.)
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Analog versus Digital US Image Import
Most reconstruction algorithms are based on analog

video grabbed data. The frame rate of the video stream
and video grabber is usually fixed while the frame rate of
the US scanner depends on various parameters like ap-
plication, probe, frequency, visualization depth and num-
ber of focus points. This difference in frame rate results
in additional inaccuracies between positions and images,
and frames are lost if the frame rate of the US scanner is
higher than that of the video stream and video grabber. If
the frame rate on the scanner is lower than that of the
video stream, then the input video stream will contain
duplicates of certain frames. In addition, the resolutions
of the video grabbed data are usually higher than neces-
sary, resulting in more input data to process and thus
more processing time. Meairs et al. (2000) have used
coded information in their analog video images for iden-
tifying duplicates that may be removed. An even more
accurate approach is the one used by Thune et al. (1996)
and Berg et al. (1999), where the original data from the

US scanner is used. The advantage of this approach is
obvious: it allows any frame rate to be used on the US
scanner and use of the correct image resolution. Digital
data in the form of reconstructed 2D images or 1D scan
lines might lead to higher image quality. 1D scan lines
will in addition lead to reduction of input data, possibly
resulting in reduced processing time. Use of 1D scan
lines is interesting for use in image-guided surgery, since
both image quality and fast processing time are impor-
tant parameters. However, most ultrasound scanners use
several layers of image processing on the finished 2D
images. Some of these processing methods are unpub-
lished algorithms and will, therefore, be lost when work-
ing directly with 1D scan lines instead of working on
processed digital or analog 2D images. Another disad-
vantage is that, in contrast to other algorithms based on
video grabbed input data, these solutions require access
to the digital data on the US scanner. This is the strategy
of the SonoWand system (Gronningsaeter et al. 2000).

Voxel-Based Methods (VBM) Versus Pixel-Based Meth-
ods (PBM)

As seen in Table 1, most algorithms are either
voxel-based or pixel-based. A PBM could be constructed
as an iterative method, building the volume along with
the images being collected and, thus, be made into a
real-time reconstruction (given a fast enough implemen-
tation). One possible drawback is that this method will
have more problems determining holes in the volume
and expanding the neighborhood to fill these. The voxel-
based approach can easily determine if there are holes to be
filled since these methods traverse through all the voxels.
The disadvantage of doing this is that the algorithm must
wait for all the data to be collected before the reconstruction
may start, thus, making a real-time reconstruction harder.
This could be partly overcome by limiting the user to
perform the sweep in a specified manner, then after a
specified time of delay start the reconstruction of the area
recently scanned. If the user sweeps over the reconstructed
area again, some calculations could be redone. Still, there
will be more delay than with a PBM. A disadvantage of
filling all the voxels, like VBMs often do, is that very
sparsely sampled areas are shown to contain data, while the
nearest real data values might lie relatively far away.

Deciding Region-of-Interest (ROI)
Most reconstruction algorithms create the volume in

a regular voxel grid. The properties of this grid must
somehow be defined, like: orientation, size of the grid
and size of the voxels. Sometimes the user has to define
a key US frame that will help position the regular grid
(Barry et al. 1997; Rohling et al. 1999). This key frame
is typically centrally located and should contain a com-
plete cross-section of the object to be visualized. The

Fig. 6. A PBM implementation of VNN with image thickness.
Each 2D image is inserted into a 3D voxel grid with certain
thickness determining how large a part of the volume should be
updated when inserting the 2D images. The gray area is up-
dated with the pixel values of the nearest image while the white
area is left empty. If several image areas intersect a voxel, the
pixel value from the nearest image is used. (The input images
are illustrated by lines, and the points in the lines illustrate the
centers of the pixels. The 2D grid marks the centers of the

voxles in the 3D voxel grid.)
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axes of the grid are set equal to the axes of the key frame
and the grid origin is typically set to the key frame
center. Voxel size may be determined by the theoretical
US resolution in focus. Another approach is to use an
already defined voxel grid, like the grid of an already
acquired MRI volume (Gobbi et al. 2001). Instead of
creating a voxel grid large enough to contain all data
from all imported images, the grid could be restricted to
only contain a small ROI. San José-Estépar et al. (2003b)
have proposed a method for greatly reducing the ROI,
giving the reconstruction algorithm a much smaller voxel
grid to reconstruct. This approach allows a computa-
tional increase since it may reduce the amount of input
data considerably. A disadvantage is that the ROI esti-
mation has to wait for the data collection to be com-
pleted. Also the reconstruction has to wait until the ROI
estimation step is complete. This makes this particular
technique inappropriate for real-time reconstruction, un-
less the ROI estimation has been run in an initialization
procedure in advance. However, for computationally de-
manding algorithms, the waiting time is short compared

with the potentially large saving in processing time. For
real-time reconstructions some problems may arise de-
termining the properties of the voxel grid. Gobbi et al.
(2001) uses a pre set voxel grid decided by an already
acquired MRI volume. If no previous voxel grid exists, it
might be possible to have an algorithm guess the extent,
by knowledge of the starting position, movement direc-
tion and type of probe movement (translation, tilt, rota-
tion). The direction and the type of movement could be
decided in advance. A dynamic expansion of the voxel
grid may also be possible, but may also be too slow for
a real-time implementation.

Algorithm computation time

Computation time is critical in practice when a
result is wanted in or close to real-time, as is in the
operation theatre. Several articles contain data about
speed and quality of reconstruction algorithms. Data for
comparisons of some of these can be found in Table 2.

Fig. 7. (a) PBM HFS: PNN hole-filling with a spherical kernel around a voxel. First the pixel values are inserted into
the nearest voxel. Then the voxel values are added to the neighboring voxels with a spherical kernel function with a
Gaussian weighting. The weighting determines how much the voxels should affect nearby voxels. The variance of the
kernel is dependent on the voxel-variance calculated in the bin-filling step, meaning the extent of the kernel should vary
according to the uncertainty of the data. (b) PBM HFS: PNN hole-filling with an ellipsoid kernel around a voxel. First
the pixel values are inserted into the nearest voxels. Then a normalized convolution with an ellipsoid kernel is performed
on each voxel. The PSF of the US system have been used to define the kernel shape and weighting. (In both illustrations,
the input images are illustrated by lines and the points in the lines illustrate the centers of the pixels. The 2D grids mark

the centers of the voxles in the 3D voxel grids.)
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Only algorithms with accessible values have been in-
cluded and some of the table values are estimated based
on the available material and descriptions in the referred
articles. The year of the article and the hardware used for
the algorithm implementation has been included and
must be taken into account. Some of the algorithms
might be optimized for speed, while others may not.
These factors are based on both programming perfor-
mance and choice of programming language, so the
comparisons in the table are not absolutes. Some algo-
rithms may have a performance that allow real-time or
close to real-time implementation variants (Gobbi et al.
2001; Gobbi and Peters 2002), while others may use
hours on the reconstructions. To indicate computation
times relevant to current computers, results from own
laboratory implementations of algorithms similar to
some of these reconstruction algorithms are included in
Table 3. Simple algorithms like VNN and PNN are
relatively fast, while the algorithms using input from a
neighborhood (like a 3D kernel) around each voxel use
more time. One way of decreasing the computation time
is to reduce the size of this kernel. Berg et al. (1999) have
taken this a step further by interpolating only along 1D in

the out-of-plane direction. This may be a reasonable
simplification, since the data in the in-plane directions is
already reconstructed in the 2D US images. The advan-
tage is a large decrease in computation time, at the cost
of a more inaccurate reconstruction compared with using
3D interpolation. Gobbi and Peters (2002) achieves a real-
time implementation by using a small kernel (2 � 2 � 2)
and also manage to reduce computation time further by
using alpha blending instead of compounding, with the side
effect of a much higher weight on the last pixel contrib-
uting to each voxel. If the algorithm or input data are
inaccurate, a suitable method of reducing computation
time is to simply increase the voxel size in the output
volume. This will also reduce the need of hole filling
(compare Fig. 10 f to i with Fig. 10 r to u).

Reconstruction Quality
Ultrasound quality is usually defined by probe res-

olution, an aspect that also should be used when com-
paring 3D US. The most commonly used 3D reconstruc-
tion quality or accuracy estimator is to remove various
amounts of input data and test the algorithms ability to
recreate the removed data. A form of Mean Square Error

Fig. 8. (a) PBM DS with a 3D spherical kernel around each pixel. A contribution from each pixel is added to a set of
nearby voxels, determined by a spherical kernel around the pixel. The contribution is weighted with the inverse of the
distance. (b) PBM DS with a 3D ellipsoid Gaussian kernel around a pixel. Each pixel is added to a set of nearby voxels,
with extent and weighting determined by an ellipsoid Gaussian kernel. (In both illustrations: The input images are
illustrated by lines, and the points in the lines illustrate the centers of the pixels. The 2D grids mark the centers of the

voxles in the 3D voxel grids.)
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(MSE) is used for describing the accuracy (Rohling et al.
1999; Sanches and Marques 2000; San José-Estépar et al.
2003a, 2003b; Coupé et al. 2005). Barry et al. (1997)
compare number of pixels identified by a segmentation
process. Sanches and Marques (2000) calculate signal to
noise ratio (only on synthetic data) and log-likelihood in
addition to MSE.

The basic VNN algorithms take only the nearest
pixel into account regardless of distance. This may dis-
play volume areas as sharp, even if they contain no real
values (Rohling et al. 1999). The Stradx system (Prager
et al. 1999) tries to increase the accuracy of the VNN
algorithm by skipping one step of interpolation by re-
constructing 2D slices through the volume directly, with-

out using a voxel grid. The disadvantage is that only 2D
slices may be visualized since no 3D volume exists. The
Solus system (Carr et al. 2000) avoids the generation of
values in areas far away from the real data by allowing
pixels to update voxels at only a certain distance away.
This leaves holes in the volume as an indication of a too
sparsely sampled volume. VNN algorithms are shown as
the most inaccurate method in most comparisons
(Rohling et al. 1999; San José-Estépar et al. 2003a,
2003b; Coupé et al. 2005). PNN algorithms are often
more accurate by assigning the pixel values to the nearest
voxels. The holes may be filled by combining values
from a local neighborhood (as demonstrated by labora-
tory experiments: compare Fig. 10 f to i with Fig. 10 j

Table 2. Algorithm speed comparison, based on published data

Algorithm
Reconstruction
computation time

Specified
input image size Hardware used References

Voxel-Based Methods (VBM)

Stradx 0.1 sec per any-plane slice Regular PC (in 2002) Prager et al. (1999; 2002)

Two surrounding slices
interpolation

54 sec per image* 256 � 256 SUN SPARC-station 1 (Trobaugh et al. 1994)

Probe Trajectory (PT) 0.8–2.6 sec per image* 510 � 441 3.2 GHz Pentium 4 Coupé et al. (2005)

Pixel-Based Methods (PBM)

Real-time PNN 0.033 sec per image Cropped from 320 � 240 2 CPU 933 MHZ
Pentium workstation

Gobbi and Peters (2002)

1D interpolation 0.06 sec per image† Up to 512 samples with
up to 128 beams

300 MHz Pentium PC Berg et al. (1999)

Real-time PTL
(Kernel: 2 � 2 � 2)

0.05 sec per image (alpha
blending) 0.08 sec per
image (compounding)

Cropped from 320 � 240 2 CPU 933 MHZ
Pentium workstation

Gobbi and Peters (2002)

Spherical kernel, linear
weighting (Kernel
varying between
3 � 3 � 3 and
4 � 4 � 4)

0.6 sec per image* Half the size of S-VHS
PAL (S-VHS PAL �
max 400 analog lines)

100 MHz silicon
graphics Indy
R4600

Barry et al. (1997)

Ellipsoid kernel, off-
plane: Gaussian
interpolation, in-
plane: linear
interpolation

2.6 sec per image* 512 � 480
(Reconstructed into a
128 � 128 � 128
volume)

HP9000/700
workstation

Ohbuchi et al. (1992)

Ellipsoid kernel,
Gaussian weighting

1.5 sec per image* 128 � 128
(Reconstructed into a
128 � 128 � 128
volume)

IBM RS6000 model
560 workstation

Ohbuchi et al. (1992)

Function-Based Methods (FBM)

RBF Several hours for 219
images

328 � 409 and 480 �
413 masked

Silicon Graphics Indy
workstation

Rohling et al. (1999)

* Estimate based on article
† Estimated value, based on article. Real rate is probably lower due to image combinations prior to the reconstruction. The resolution with this

frame rate is a bit unclear.
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to m) or by applying 3D kernels to the already filled
voxels. This allows several pixels to contribute to the
values of each voxel, which is an improvement over the
VNN algorithms. The disadvantage of the PNN algo-
rithms is that actual pixel positions are not used directly,
but first resampled by inserting the pixels into the nearest
voxels in a regular voxel grid. This error can be made
small by using voxels that are smaller than the resolution
of the US probe resolution, but this will result in an
increased computation time and more holes that need to
be filled. VBMI and PBMs with a 3D kernel around
pixels (for an example see Fig. 10 n to q) use the pixel
positions directly for determining the impact each pixel
will have on the nearby voxels. This may improve the
accuracy, but may also result in slower computation time
(Table 3). The input pixels impacts on the voxels are
calculated with different weighting functions based in
one way or another on the pixels distance from the voxel.
Functional algorithms (Rohling et al. 1999; Sanches and
Marques 2000, 2002) may provide even more accurate
volumes, but at the cost of highly increased computation
time.

Future 3D US quality comparisons should also in-
clude a comparison analogous to the probe resolution, a
measure of the quality of regular 2D US probe. A reso-
lution-phantom could be scanned and reconstructed with
3D reconstruction algorithms. The algorithms ability to
create volumes that distinguish between close point-
spread sources is a good measure of resolution. The
difference in the algorithms will probably be highly
visible when the point-spread sources are lying between
image planes. Algorithms that create compounded vol-
umes (like VBMI, PBM with kernels and FBM) will

probably show increased resolution, especially if the
volumes consist of 2D images from different directions.
However this compounding may reduce in-plane resolu-
tion in the final volume. Huang et al. (2005) propose a
method that will preserve the resolution in all directions.
They divide the US into different volumes for different
directions and merge the volumes in the Fourier domain

Fig. 9. Functional interpolation, visualized along one dimen-
sion. A function through the input points (pixel values) is
estimated. To obtain the final voxel values the function is
evaluated at regular intervals. (The input images are illustrated
by lines, and the points in the lines illustrate the centers of the
pixels. The 2D grid marks the centers of the voxles in the 3D
voxel grid. The vertical lines represent the regular grid, in
which the result is to be placed. The curve illustrates the
function made on basis of the input data. The Xs on the curve
show the resulting data values gained by evaluating the
constructed function at regular intervals corresponding to

the target grid.)

Table 3. Own laboratory results of algorithm computation times of some Pixel-Based Methods (PBM)

Algorithm implementation Reconstruction computation time Related algorithms

PNN with only bin-filling 0.04 sec per image Trobaugh et al. (1994), Gobbi and Peters (2002)

PNN with bin-filling and 3 � 3 � 3
hole-filling (averaging)

0.067 sec per image McCann et al. (1988), Hottier and Billon (1990),
Nelson and Pretorius (1997)

3D kernel around voxels. Spherical
kernel, Gaussian weighting

0.15 sec per image with 3 � 3 � 3 kernel San Jos-Estépar et al. (2003b)

3D kernel around voxels. Ellipsoid
kernel, Gaussian weighting

0.66 sec per image with 3 � 5 � 9 kernel San José-Estépar et al. (2003a), San José-Estépar
et al. (2003b)

3D kernel around pixels. Spherical
kernel, Gaussian weighting

1 sec per image with 3 � 3 � 3 kernel Ohbuchi et al. (1992), Barry et al. (1997),
Meairs et al. (2000), Gobbi and Peters (2002)

3D kernel around pixels. Ellipsoid
kernel, Gaussian weighting

2.5 sec per image with 3 � 5 � 9 kernel Ohbuchi et al. (1992), Meairs et al. (2000)

All reconstructions are implemented in C�� and run on an AMD Athlon 64 Processor 3000�, 1.81 GHz. Input consist of 413 video grabbed US
images with a resolution of 720x537, stored on the computer hard drive. Only a masked sector is used of each image; the sector size is 46% of the
total image size. The volumes are reconstructed into a 288x247x253 voxel grid with a voxel size of 1.0 mm. Related algorithms that can be expected
to have a similar computation time are listed.
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Fig. 10. Laboratory results showing the quality of 3D reconstructed volumes using various reconstruction algorithms and
by scanning a US laboratory-phantom. The phantom is made of oasis and was submerged in water and scanned with a
freehand translation with a 2D US probe over the area of interest. The scanner used was SystemFiVe GE (Vingmed
Ultrasound, Horten, Norway) with a 5 MHz Phased Array (FPA) US probe. Frequency was set to 5.7 MHz, focus
positions: 4.9, 6.7 and 11.0 (cm), frames per s: 10.6. The data were imported with a video grabber with a rate of 25
images per s running on a computer. The reconstructed US volumes and slices through the volumes were visualized with
own visualization software (SINTEF, Trondheim, Norway). (a) Photograph of laboratory-phantom used in the tests. (b)
Illustration of the US probe position and US 2D scan plane position in relation to the phantom. (c) A input 2D image
scan (source data from US scanner). (d) Illustration of the Polaris optical position tracking used (NDI, Waterloo,
Ontario, Canada) (e) Illustration of the US probe with an attached frame with reflecting spheres. (f) Volume
reconstructed with only a Distribution Step (DS) using the PNN bin-filling and a voxel size of 0.6 mm, resulting in
several holes in the volume. The 0.6 mm voxel size corresponds to the theoretical azimuth US resolution in the closest
focus point. Cross hairs show orthogonal slicing through the volume displayed in (g) to (i). (g) to (i) Three orthogonal
image slices through the volume in (f). The holes in the volume are clearly visible. (j) Volume reconstructed as in (f)
(PNN bin-filling in the DS), but with an additional Hole Filling Step using an average over a 3 � 3 � 3 neighborhood
to fill the empty voxels. Voxel size is 0.6 mm as in (f). An increase in time consumption can be seen compared with
a reconstruction without hole-filling (f) to (i) (see Table 3). (k)-(m) Orthogonal image slices through the volume in (j).
The holes in (f) are now filled. By comparing (k) with (g) it is possible to see that the voxels filled in the HFS are more
blurred than the voxels from the DS [also observed by Rohling et al. (1999)]. (n) Volume reconstructed with an ellipsoid
kernel (3 � 3 � 7) around each pixel with Gaussian weighting and voxel size 0.6 mm. (o) to (q) Orthogonal image slices
through the volume in (n). Comparing (n) to (q) with the other images it is possible to see that both the volume and the
slices are smoother than the others, because the algorithm allows the input samples to influence nearby samples. (r)
Volume reconstructed with only a DS using the PNN bin-filling, as in (f), but with a larger voxel size of 1.0 mm,
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by weighting the frequency components according to the
signal noise ratio.

Other highly important factors for reconstruction
quality (especially for compounded volumes) are posi-
tion sensor accuracy, probe calibration (Mercier et al.
2005) and tissue movement (Treece et al. 2002). Probe
calibration defines the transformation between the 2D
ultrasound images and the position sensor attached to the
probe and inaccuracies in this probe calibration may
have a significant impact on overall accuracy (Lindseth
et al. 2002).

For positioning systems, spatial accuracy in the
reconstructed volume, could be used as a measure of
quality in addition to sensor accuracy measurements.
Measurements could be done by performing distance or
volume measurements (Barry et al. 1997) of objects with
known distances or volumes, and the spatial accuracy
would illustrate inaccuracies and drift. This could also

define accuracy of sensorless reconstruction like pre-
defined operator probe movement (Downey and Fenster
1995) and speckle decorrelation (Tuthill et al. 1998),
which probably would give much lower spatial accuracy
than using positioning systems. Drift and noise on mag-
netic positioning systems would most likely result in
poorer spatial accuracy than for optical positioning sys-
tems.

Even if compounded volumes may be more ac-
curate and visually pleasing, tissue movement and
position inaccuracy may reduce the volume quality
greatly, resulting in blurred volumes. In these cases, a
simpler algorithm will give better results, so in many
cases the more advanced algorithms may not result in
better overall volume quality. To achieve highest pos-
sible quality in the volumes, the algorithm type must
be selected based on position accuracy and the data
acquisition situation.

opposed to the images (f) to (q), using 0.6 mm voxel size. The larger voxel size allows this faster algorithm to fill most
of the volume leaving only a few holes. This reconstruction algorithm may be implemented in real-time [see Table 3
and Gobbi and Peters (2002)]. (s) to (u) Orthogonal image slices through the volume in (r) clearly demonstrate that most

of the holes are filled with the larger voxel size.

Fig. 11. 3D Ultrasound acquired with the commercial system SonoWand (MISON AS, Trondheim, Norway) (Gron-
ningsaeter et al. 2000). (Top) Orthogonal 2D slices through a MR volume of a patient with brain tumor. The slices are
selected due to the position of the surgical instrument. (Bottom) Orthogonal slices through an ultrasound volume
corresponding to the MR slices. None of the slices correspond exactly to the US scan plane. The US volume is recorded
in about 20 to 30 s and another 30 s were used for reconstruction. The image quality of ultrasound may in many cases

be comparable to that of MRI.
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Real-time versus high-quality implementations
Although some of the advanced algorithms may

not yet be implemented in real-time with current hard-
ware, some less computationally intensive algorithms
have already been implemented and others may be
possible to implement. One possibility is to provide
the advantages of both real-time and high-quality im-
plementations by using several algorithms. Applica-
tions may provide a real-time view straight away and
at the same time calculate a higher quality volume in
the background, to be shown when ready. Gobbi et al.
(2001) uses this method to some degree by first pre-
senting a real-time reconstruction consisting of every
third input image and presenting the final result after-
wards. This method can be taken further by combining
more methods and using even more computationally
demanding algorithms. A possible combination for
image-guided surgery could consist of three algo-
rithms: a real-time presentation of a PNN volume
without hole-filling during data acquisition. After the
data acquisition is finished a PNN volume with hole-
filling is presented. After a few minutes, a more ac-
curate volume with a 3D kernel around input pixels is
presented If the high quality volumes are not needed
right away, this may be a possible solution. The lower
quality volumes will probably be sufficient for deter-
mining the quality of the final volume in advance.
Such applications could also be able to select or tune
algorithms based on the available hardware.

In the case of sparsely located input 2D frames,
PBMs might be a fast alternative but will leave a lot of
holes in the volume. The hole-filling part could consume
some time if the whole volume is to be filled. In this case
the VBMs might be a better choice providing a fast
reconstruction. VNN implementations will provide a fast
reconstruction, but the more accurate VBMI may also be
reasonably fast for image-guided surgery. VBMI range
from fast 1D interpolation to an interpolation from the
nearest frames (Trobaugh et al. 1994; Coupé et al. 2005)
or scan line points (Thune et al. 1996). The algorithm by
Coupé� et� al.� (2005)� may� offer� an� improvement� by� cal-
culating the probe trajectory. In ultrasound, different
image depths are acquired at different times, dependent
on number of focus points. If these acquisition parame-
ters are known this could be used to improve the algo-
rithm further by taking data acquisition times into ac-
count in addition to probe trajectory. This could result in
an even better accuracy, also for more densely sampled
data.

Algorithms supporting postprocessing
Some algorithms support certain postprocessing

steps better than others. The construction of a regular
voxel grid allows the use of multiple volume processing

algorithms after the reconstruction. Segmentation is of-
ten performed based on 3D volumes. It is much easier to
segment from volumes that are smoothened and have an
increased signal to noise ratio as for example function
based methods, VBMIs or PBMs with 3D kernels. Most
algorithms taking several pixels into account for each
voxel have the effect of smoothing the volume: the
higher number of pixels used, the smoother the resulting
volume. The functional algorithms create very smooth
volumes by taking large volume areas into account for
the local functions. The effect of using several pixels for
deciding a voxel value is that this produces compounded
volumes, which are more pleasing to the eye, have re-
duced speckle, improved spatial coherence and improved
signal to noise ratio. The disadvantage is that small
structures may be lost. Barry et al. (1997) have shown
that segmentations from heavily compounded volumes
(using a spherical kernel) give much better results than
segmentations from 2D US slices. Another approach is to
smooth the volume after creation, for example like the
filtering approach presented by Nelson and Pretorius
(1997). This approach and the methods that use 3D
kernels around voxels (instead of pixels) may produce
the same kind of smooth volumes, but with a lower
accuracy since pixel positions are not equal to voxel
positions.

Practical Considerations and Future Work
To be used in the clinic, freehand US 3D recon-

struction algorithms must be integrated with existing
clinical equipment or otherwise made easily accessible.
The most important parameters for practical implemen-
tation are speed and quality. Currently, the Solus system
(Carr et al. 2000) offers a clinical interface to the Stradx
system (Prager et al. 1999, 2002). The Stadx system
(latest version called Stradwin) is currently being used
for targeting of radiotherapy for breast cancer treatment
through the radiotherapy planning system Orpheus from
Qados, Berkshire, England. The Norwegian company,
MISON, has the commercially available SonoWand sys-
tem (Gronningsaeter et al. 2000) for use of freehand 3D
US in neuronavigation. The reconstruction method in
this system uses raw data from the US scanner and
reconstructs the volume from the 1D scan lines (with an
unpublished method) within 30 s (Unsgaard et al. 2002).
Examples of 3D US volumes acquired with the SonoW-
and system (MISON) are shown in Fig. 11. Both due to
reconstruction time and image quality promising results
for use in image-guided surgery are presented. Corre-
sponding planes of preoperative MRI shows that the
image quality of ultrasound may improve toward that of
MR. This may improve future diagnostics and may also
result in improvements when the US volume is to be
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used for guidance and control of surgical procedures
(Kaspersen et al. 2003). Such image fusion between
intraoperative 3D US and preoperative modalities may
improve the quality of the surgical procedure (Lindseth
et al. 2003).

CONCLUSION

With basis in the literature of 3D reconstruction
algorithms, this article has described various algorithms
and sorted them into three groups based on implementa-
tion method: Voxel-Based Methods (VBM), Pixel-Based
Methods (PBM) and Function-Based Methods (FBM).
Different practical applications will require different so-
lutions, leading to the conclusion that future 3D ultra-
sound applications should probably consist of several
reconstruction algorithms. These reconstruction algo-
rithms should be either real-time or other kinds of fast
reconstruction algorithms in collaboration with slower
high-quality algorithms to ensure high quality image
data. Even though high quality volumes are presented in
image-guided surgery, speed is almost equally important.
Therefore, algorithms capable of providing results in
real-time or close to real-time, such as implementations
of VNN, PNN, a small kernel around input pixels or
VBMI with interpolation over a limited area for each
voxel will be the most useful ones. Slower algorithms
might be added as support to the fast ones. Faster com-
puters as well as algorithms optimized for speed will
result in faster versions of the higher quality algorithms
optimizing the usage of 3D ultrasound reconstruction in
image-guided surgery.
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APPENDIX: ALGORITHM
IMPLEMENTATIONS

The Appendix contains pseudo code implementations to some of
the algorithms presented in the paper. Most papers do not supply
detailed information about the algorithms, so the algorithms in this
appendix are reconstructed based in the published information and may
not be exactly similar to the actual algorithms used. Furthermore, the
pseudo code implementations only show a possible implementation,
and not all possible improvements. Especially when it comes to algo-
rithm computation time, a lot of different improvements are possible.

VBM: VNN

Algorithm described by McCann et al. (1988), Sherebrin et al.
(1996) and Rohling et al. (1999). See Fig. 1 for illustration.

VNN simple implementation

● For each voxel
● Find nearest pixel:

● Calculate a normal to each input image
● The shortest normal gives the closest image
● The pixel closest to the normal is the pixel nearest the

voxel
● Insert value of nearest pixel into the voxel

VNN faster implementation
Assumes that the ultrasound scan is a translation (or tilt) scan

performed in only one direction and not back and forth.

● For each voxel
● Find nearest pixel:

● Calculate a normal only to the input image before and after the
voxel

● The shortest normal gives the closest image
● The pixel closest to the normal is the pixel nearest the voxel

● Insert value of nearest pixel into the voxel

VBM: VBMI

Two surrounding slices interpolation
Algorithm described by Trobaugh et al. (1994). See Fig. 3 for

illustration.

● For each voxel
● Find two nearest surrounding 2D slices

● Calculate normal to each slice
● Interpolate between the four pixels at the contact point of the

normal
● Interpolate between the results from the two slices based on the

distances

Two surrounding slices with probe trajectory estimation
Algorithm described by Coupé et al.(2005). See Fig. 4 for illus-

tration.

● For each voxel
● Find two nearest surrounding 2D slices
● Compute a “virtual” plane through the voxel by estimating a probe

trajectory
● For each of the two (or four) surrounding slices

● Interpolate between the four pixels at the contact point of the
trajectory

● Interpolate between the results from the two (four) slices based on
the distances

Voxel-based tri-linear interpolation
Algorithm described by Thune et al. (1996).

● For each voxel
● Interpolate between the eight surrounding points in the input scan

lines

PBM: PNN

PNN bin-filling stage with averaging
Algorithm described by Hottier and Billon (1990), Nelson and

Pretorius (1997) and Rohling et al. (1999). See Fig. 5a for illustration.

● For each pixel
● Find the voxel the pixel belongs to
● If voxel have no value

● voxelValue � pixelValue
● pixelCounter � 1

● Else if voxel have a value
● Assign an average of all pixels:

voxelValue �
voxelValue � pixelCounter � pixelValue

pixelCounter � 1
(1)
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Abstract 
Freehand 3D ultrasound is increasingly being introduced in the clinic for diagnostics and 

image-assisted interventions. Various algorithms exist for combining 2D images of regular 

ultrasound probes to 3D volumes, being either voxel-, pixel- or function-based. Previously, 

the most commonly used input to 3D ultrasound reconstruction has been digitized analog 

video. However, recent scanners that offer access to digital image frames exist, either as 

processed or unprocessed data. To our knowledge, no comparison has been performed to 

determine which data source gives the best reconstruction quality. In the present study we 

compared both reconstruction algorithms and data sources using novel comparison methods 

for detecting potential differences in image quality of the reconstructed volumes. The 

ultrasound scanner used in this study was the Sonix RP from Ultrasonix Medical Corp 

(Richmond, Canada), a scanner that allow third party access to unprocessed and processed 

digital data. The ultrasound probe used was the L14-5/38 linear probe. The assessment is 

based on a number of image criteria: detectability of wire targets, spatial resolution, 

detectability of small barely visible structures, subjective tissue image quality, and volume 

geometry. In addition we have also performed the more “traditional” comparison of 

reconstructed volumes by removing a percentage of the input data. By using these 

evaluation methods and data from the specific scanner, the results showed that the processed 

video performed better than the digital scan-line data, digital video being better than analog 
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video. Furthermore, the results showed that the choice of video source was more important 

than the choice of tested reconstruction algorithms. 

 

Key words: 3D ultrasound, reconstruction methods, ultrasound sources, digital ultrasound, 

ultrasound comparison, freehand acquisition, 3D imaging, ultrasound compounding 

 

1. Introduction 

The use of 2D ultrasound for a variety of clinical applications is becoming more common. 

Compared to other imaging modalities like magnetic resonance imaging (MRI) and 

computed tomography (CT), ultrasound has the advantages of being cheaper, smaller and 

more flexible, it has no radiation and it is easier to introduce during surgery. 3D freehand 

ultrasound offers even more flexibility, and combined with position tracking it is found 

useful in minimally invasive image-guided surgery (IGS) [1]. 

 

1.1. Image sources and reconstruction algorithms 

The most commonly used input to freehand 3D reconstructions is digitized analog 

video, either first stored on a video tape and digitalized with an analog video frame grabber 

[2-4] or obtained instantly by connecting the video frame grabber directly to the video 

output of the ultrasound scanner [4-18]. Some researchers state that they use digital data 

from the scanner. In most cases, such data is unavailable to third party users, but exceptions 

exist like the Sonix RP scanner (Ultrasonix Medical Corp., Richmond, Canada). Some 

groups also gain access to the digital data by collaborating with the ultrasound scanner 

manufacturers [19-23]. 

Different algorithms for reconstructing 3D volumes from freehand ultrasound exist. 

In summary these are [24]: 

• Voxel-Based Methods (VBM). Include the Voxel Nearest Neighbor (VNN) 

where each voxel is assigned the nearest pixel [8] and algorithms where each 

voxel is assigned a value based on several of the nearest pixels [19, 21, 25-27]. In 

this group are also algorithms that skip the creation of a voxel volume and 

reconstruct a 2D slice or surface directly [28, 29]. 

• Pixel-Based Methods (PBM). Range from algorithms like the one-step Pixel 

Nearest Neighbor (PNN) where 2D input images are inserted directly into a 
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target volume [25] to two-step PNN where a second step fills empty voxels 

afterwards [2, 3, 30-32] to algorithms where input pixels are added with a 3D 

kernel [6, 17, 33, 34].  

• Function-Based Methods (FBM). Algorithms where functions are made based on 

the input pixels and the target volume is created by evaluating these functions at 

regular intervals [35, 36].  

For 3D probes [37, 38], the process is digital from acquisition to reconstruction. The 

DICOM 2008 standard (DICOM 2008, Suppl. 43) also has defined structures for 3D 

ultrasound volumes. 3D probes still have the disadvantage of poorer resolution compared to 

2D probes. 3D probes on the other hand have the advantage of allowing real-time 3D 

volumes, while 2D probes may only provide real-time 2D images. In IGS, the positions of 

the data are also necessary in order to navigate in the 3D volume, so a position sensor must 

be attached to the ultrasound probe and the relation between the sensors and image data 

must be defined (probe calibration). In the present study we have evaluated the differences 

between image volumes originating from different ultrasound data sources and various 3D 

reconstruction algorithms using a broad range of both quantitative and qualitative 

comparisons methods. 

 

2. Materials and methods 

2.1. Ultrasound data import 

The ultrasound scanner used (Fig. 1, Sonix RP, Ultrasonix Medical Corp., 

Richmond, Canada) has a research interface allowing real-time access to digital data from 

the scanner. A 7.5 MHz linear probe (Fig. 1, L14-5/38, Prosonic, Gyeongbuk, South Korea) 

[39] operating at 10 MHz scanning frequency was used to acquire all images analyzed in 

this study.  

Three different video streams were imported simultaneously: 

• Analog video, converted from PAL S-Video with a video-to-FireWire converter 

(DFG/1394-1e, The Imaging Source, Germany). 

• Digital scan converted video, processed by the ultrasound scanner for viewing on 

a screen. 

• Unprocessed digital data delivered as 1D scan lines, only envelope detected and 

log-compressed. 
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The digital image sources were imported directly from the ultrasound scanner over a crossed 

LAN (Local Area Network) cable. The three video streams were imported simultaneously in 

different threads on a PC with four CPU kernels (Fig. 1, Intel® Core2 Quad Processor 

Q6700 2.66 GHz). Each time an image was received on the computer, a time stamp was 

created and assigned to the image. A depth setting of 4 cm was used on the scanner for all 

image acquisitions. This resulted in a pixel size (width x depth) of 0.147x0.147 mm for the 

analog video, 0.097x0.097 mm for the digital video, and 0.150x0.077 mm for the 

unprocessed “video”. The images from the analog and digital video were cropped to only 

contain the ultrasound data. The difference in pixel sizes between the unprocessed video and 

digital video is due to the ultrasound scanners internal processing of the video. The pixel 

size difference between the digital and analog video comes from lesser resolution in the 

video grabbing hardware.  All data sources supplied 8 bit pixels. 

 

 

Fig. 1. System setup. Polaris Spectra optical positioning system, Sonix RP ultrasound scanner, 
ultrasound probe with tracking frame, ultrasound phantom with tracking reference frame, and PC for 
data import. 

 

2.2. Position tracking and probe calibration 

For freehand 3D ultrasound reconstruction, positions and orientations of the 2D 

images are needed. Several methods for obtaining these positions exist [24, 40]. In our study 

we used an optical positioning system (Fig. 1, Polaris Spectra, Northern Digital Inc., 

Canada), consisting of a tracking frame attached to the ultrasound probe and a camera unit 

that were used for calculating the position and orientation of this frame. The positions were 
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obtained using the Image-Guided Surgery Toolkit (IGSTK) [41-43]. As with the video 

streams, time stamps for the positions were created and assigned by the software at the time 

the positions were received. The positions were imported with the same application 

importing the three video streams, but run as a separate thread.   

For the 2D ultrasound image to be correctly aligned with the output from the 

positioning system, a calibration is necessary. We used the spatial calibration method and 

phantom developed by Chen et al. [18], with threads stretched between the sidewalls in two 

parallel, ‘N’-shaped configurations. A tracking frame was mounted on the phantom and the 

positions of the threads relative to this frame were measured. The corresponding structures 

were identified in the ultrasound images using an automatic segmentation algorithm. The 

relationship between the image plane and the positioning system was then found using a 

least-squares minimization method. We also implemented a temporal calibration based on 

the work by Treece et al. [44] except that we detected a point instead of a line. This temporal 

calibration was used to synchronize the imported positions with the images. The temporal 

calibration method matched the vertical movement of one of the segmented points in the 2D 

images to the vertical movement of the ultrasound probe as reported by the positioning 

system. Using the temporal calibration, 23.86 ms was subtracted from the analog video 

time-tags to match the time-tags of the positions, 2.56 ms was added to the digital video 

time-tags and 0.32 ms to the time-tags of the unprocessed images. The total mean error from 

the spatial calibration was 1.05 mm, with a RMS value of 1.13 mm and a standard deviation 

of 0.42 mm. These results were used in the reconstructions and display of data in the 

following tests. 

 

2.3. Reconstruction algorithms 

Two pixel-based 3D reconstruction algorithms were compared in this study. The first 

is called Pixel Nearest Neighbor [2, 3, 24, 30] and is a relatively fast two-step method. The 

first step inserts each image pixel in the input 2D images into the target 3D volume based on 

the position and orientation of the images. The chosen implementation overwrites any 

existing data in the 3D volume with the most current 2D image. The second step is an 

interpolation step that traverses the voxels of the target volume and attempt to fill empty 

voxels with the average value of the nearby voxels. The interpolation first tries to interpolate 

a voxel with the voxel values from the 3x3x3 grid around it. If all these voxels are empty a 

5x5x5 grid is used and after that a 7x7x7 grid, and if there is still no voxel values within this 
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range the voxel is left empty. The second reconstruction algorithm uses a 3D kernel around 

the input pixels. Several variations of the input kernel are described [6, 17, 24, 33, 34, 45], 

and we used an ellipsoid truncated Gaussian weighted kernel around the input pixels [17, 

24]. The size of the kernel is usually set to fill holes in the volume, but we used a novel 

method of approximately matching the theoretical ultrasound resolution in all three 

dimensions. For the comparisons we used two slightly different sizes of this kernel, resulting 

in three different reconstructed volumes: 

• Pixel Nearest Neighbor. 

• Small 3D ellipsoid kernel around input pixels. 

• Large 3D ellipsoid kernel around input pixels. 

The reconstruction algorithms were set to create volumes that used the full range of 8 bits to 

produce volumes that were similar in intensity. The voxel size of all reconstructed volumes 

were set to 0.2 mm as a compromise between resolution and processing time, the voxels 

sizes being larger than the input pixel sizes. 

 

2.3.1. Determining kernels for the 3D kernel based reconstruction algorithm 

As an approximation of the two-way pulse-echo response of the ultrasound imaging 

system we have decided to use a 3D Gaussian function. This function is best known as the 

probability density function for a normal distribution, and in 1D it is given by the formula 

! 

f (x |µ," ) =
1

" 2#
e
$
x$µ( )2

2" 2 ,     (1) 

where µ is the mean and σ is the standard deviation. In 3D this becomes 

! 

f (x |µ,") =
1

( 2# )3 "
e
$(x$µ )T "$1 (x$µ )

2 ,   (2) 

where µ  = (µx, µy, µz) is the mean vector, and Σ  is the covariance matrix. 

The actual pulse-echo response may be approximated as a product of two sinc 

functions. The formula for a rectangular aperture in the lateral and elevation direction (Fig. 

2) may be derived from Angelsen [46, p5.54]: 

! 

H(x,") = sinc( x
"t f# t

)sinc( x
"r f# r

) ,    (3) 

where H is the two-way pulse-echo response, x is distance in either the lateral or elevation 

direction (Fig. 2). λ = c/f is the wavelength, f# = F/D is the f-number, c is the speed of sound, 

f is the ultrasound center frequency, F is the focal position (depth for the calculation) and D 
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is the effective aperture size. The transmit (t) and receive (r) directions may have different λ 

and f#. Acoustic absorption reduces the pulse center frequency, resulting in a lower center 

frequency for the received pulse compared to the transmitted pulse. For a Gaussian pulse 

envelope the frequency is reduced by the following formula [47]: 

! 

fr (z) = f t "
#B2z
4 ln2

,      (4) 

where z is the propagation distance, α = (aln10)/20 is the average constant of the absorption 

coefficient. A commonly used value for a is 0.5 dB/cmMHz. B is the -6 dB bandwidth of the 

imaging pulse. In the axial direction (see Fig. 2) the pulse-echo response is dependant of the 

form of the transmitted pulse, but is often approximated as a Gaussian function. 

 

 

Fig. 2. Illustration of the imaging sector of an ultrasound probe. The lateral, axial and elevation 
direction are marked in addition to the fixed elevation focus. 

 

To calculate the theoretical size of the focus of an ultrasound probe in the lateral or 

elevation direction the function (3) can be evaluated at -6 dB. However, for the Gaussian 

function we use the width of the main lobe, equal the first zero in the narrower of the two 

sinc functions in (3). The resulting value was used as the limit for a 99.7% confidence level 

for a 1D Gaussian distribution (total pulse width obtained from (4) corresponds to 6 standard 

deviations, so the standard deviation (σ) is estimated simply by dividing the width of the 

main lobe by 6). The ultrasound scanner uses a Gaussian-like apodization on the elements to 

dampen the side lobes of the transmitted pulse. This apodization will also create a wider 
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main lobe than indicated by the formula (3), which are for a situation without apodization 

[46, p5.56 - p5.58].  

The ultrasound probe had a fixed elevation focus of 16 mm (Ultrasonix Medical 

Corp., Richmond, Canada) and the ultrasound scanner allows the operator to set several 

variable focus points in the axial direction. Three focus points were used and at least one 

was set near the fixed elevation focus. The probe size in the lateral direction is 38 mm, but 

the effective aperture size varies according to depth (dynamic aperture). The aperture sizes 

for both transmit and receive were calculated with parameters read from the scanner and 

code obtained from Ultrasonix. According to information obtained from Ultrasonix the 

fractional Bandwidth of the probe is minimum 70% of the center frequency at -6 dB, the 

center frequency being 7.2 MHz, resulting in a bandwidth of 5.04 MHz. The theoretical 

lateral and elevation resolutions in focus for the used ultrasound probe are illustrated in Fig. 

3A by evaluating formula (3) at -6 dB, while the calculations of the total width of the main 

lobe are shown in Fig. 3B. The imaging frequency used is 10 MHz, and the speed of sound 

in tissue is set to 1540 m/s. 

The size in the elevation direction (element height) is 4 mm (Ultrasonix Medical 

Corp., Richmond, Canada). The theoretical resolution in the axial direction equals half the 

pulse length [46, p1.22], i.e. 

! 

"a =
cTp
2

=
c
2B

,      (5) 

where Tp is the pulse length in time. With a bandwidth of 5.04 MHz the best theoretical axial 

resolution is 0.153 mm (5). However, as we wanted to find a value to use for the limit of the 

99.7% confidence level of a 1D Gaussian function, the full pulse length should be used: 

0.306 mm. 



Comparing 3D ultrasound reconstructions 9 

 

Fig. 3. Plot of the theoretical lateral and elevation resolution in focus for a few selected depths for the 
L14-5/38 probe operating at 10 MHz. (A) The resolutions shown as a 6 dB signal reduction, calculated 
from (3) and (4). The corresponding axial resolution is 0.154 mm for all depths, calculated from (5). (B) 
The resolutions illustrated as the total width of the main lobe from (3). 

 

The resolution values in all three dimensions were used to create the covariance 

matrix Σ for the 3D Gaussian function (2) and thus define the extent of the truncated kernel. 

For the small kernel we used an imaging depth of 19 mm to calculate the lateral resolution 

(= 0.78 mm), and for the large kernel we used a depth of 32 mm (= 0.99 mm). To speed up 

reconstruction computation time we reduced the total kernel size by calculating the elevation 

resolutions at somewhat shallower depths. The elevation resolutions were calculated for the 

depth of 18 mm (= 1.39 mm) for the small kernel and for the depth of 24 mm (= 1.85 mm) 

for the large kernel. In the 3D reconstruction, the 3D Gaussian function was oriented 

according to the 2D ultrasound images, and discrete values of the function were used to 

match the target 3D voxel grid. For the axial resolution we used a resolution of 0.171 mm 

instead of 0.306 mm, due to initially calculating the axial resolution for 9 MHz instead of 5 

MHz. We truncated the 3D Gaussian kernel at 95% confidence level and then increased the 

kernel size to include the same number of voxels on both sides of the input pixel. Since the 

axial resolution was so high this resulted in a kernel size of only one voxel in the axial 

direction. However, the current implementation of the reconstruction requires a larger kernel 

in this direction, so we increased the kernel size in the axial direction to three voxels. 

 

2.4. Data collection 

 All acquisitions were performed as freehand translation sweeps with the 3 different 

data streams imported simultaneously. To minimize errors from the position-to-image 
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synchronization, and to make sure that the reconstructions got enough data to fill holes, all 

sweeps were performed with a slow, smooth motion. One scan thus resulted in input data 

from three different data sources, all showing images from the same structures. The digital 

video after scan conversion was the same images as presented on the screen of the 

ultrasound scanner. These images were processed by the scanner for viewing and all user-

controlled functions, such as the gain function on the scanner’s control panel were applied 

by the scanner. The analog data is a video signal output from the ultrasound scanner. The 

signal was converted from digital to analog by the scanner, and again to a digital signal by 

the video grabber. Throughout this paper the images used for the 3D reconstructions are 

called “input images” while images used directly in the comparisons are called “original 

images”. In the comparisons the same images were never used as both input and original 

images even if the images may be similar and acquired in approximately the same positions. 

Both input images and original images came from all three data sources, and while input 

images were acquired as a stack of several images original images were only acquired as 

single images. 

 

2.5. Tests for comparing reconstruction algorithms and data sources 

2.5.1. Compare the reconstruction algorithms’ ability to correctly recreate removed 
data (test 1) 

To compare the quality difference of different reconstructions based on the same 

input data the method of removing a percentage of input data [31, 32, 35, 48, 49] was used. 

We scanned a section of the underside of the forearm on two healthy volunteers with two 

translation scans along the arm of one volunteer and two translation scans across the arm of 

the other volunteer. The scans along the forearm gave images that only changed slightly 

from one image to the next, while the images from the scans across the forearm changed 

more rapidly. Before reconstruction, 0%, 25%, 50%, 75%, 100%, 300%, 500% and 700% of 

the data of one of the input 2D ultrasound images was randomly removed. Random pixels 

were removed from one slice for the percentages below 100%, and whole slices were 

removed for the percentages 100% - 700%, e.g.: for 300% three slices were removed. After 

reconstruction, all pixel values of this input image were compared with the voxel values 

from the corresponding positions in the reconstructed volumes and the RMS value of the 

differences was calculated. The orientation of the reconstructed volume was based on the 

orientation of the input image from which the data was removed. This procedure was 
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performed on four different positions without holes in each volume, and statistical analyses 

were used to compare the performance of the reconstruction algorithms. 

 

2.5.2. Compare the reconstructed volumes’ ability to display existing structures (test 2) 

 Measurements of the reconstructed volumes’ ability to retain the resolution in the 2D 

images and of the resolution they manage to obtain in the elevation direction were 

performed. A comparison was performed by human observers on how well tissue was 

visualized. The human observers were technical researchers with knowledge of ultrasound 

imaging ranging from medium to expert. The reconstructed volumes from one scan resulted 

in a set of volumes with various combinations of the three data sources and three 

reconstruction algorithms. Original 2D ultrasound images from the ultrasound scanner were 

acquired simultaneously as a selection of 2D anyplane slices from the reconstructed volumes 

in the same position and orientation (Fig. 4C and Fig. 4D). Statistical comparisons were 

performed between reconstruction algorithms/original 2D ultrasound images and video 

sources. All volunteers were presented with the same set of images on the same computer 

with brightness and contrast levels unchanged. 

 

 

Fig. 4. Illustrations of ultrasound sectors. The 3D acquisition scan direction is indicated, and the 
reconstruction volume is shown as a transparent box. (A) A 3D scan along the threads of a resolution 
phantom. The threads are seen as points in the ultrasound sector. (B) A 3D scan across the threads of a 
resolution phantom. The threads are seen as lines in the ultrasound sector. (C) Illustration of a single 
original ultrasound image acquired orthogonal to the input images in the 3D reconstruction. (D) 
Illustration of a 2D anyplane through the 3D volume in the same position as the original image in (C).  

 

2.5.2.1. Visual comparisons of structures placed increasingly closer (test 2a) 

Measuring the volume resolutions was accomplished by scanning an ultrasound 

resolution phantom, with six small structures (threads) that are placed with distances of 1, 2, 

3, 4 and 5 mm (Model 040, CIRS Inc., VA, USA). The threads of the CIRS 040 phantom are 
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0.1 mm in diameter and made of Nylon Monofilament. The threads were scanned with three 

translation sweeps both along (Fig. 4A) and across (Fig. 4B) the threads to measure 

resolutions both in the lateral and elevation direction (Fig. 2) of the ultrasound input planes. 

2D images were obtained by collecting original ultrasound images with position and 

orientation (Fig. 4C). This position and orientation were used to create 2D anyplanes 

through the reconstructed 3D volumes (Fig. 4D). These images were presented in random 

order and evaluated by eight volunteers that were given two questions to answer for each 

image:  “Count how many separate bright structures you can see and rate how easy it is to 

identify those you can see (1-5, where 1 is easy and 5 hard)”. 

 

2.5.2.2. Comparisons based on image measurements of spatial resolution (test 2b) 

The images in test 2a of the CIRS 040 phantom also contained a separate thread, 

which was used for measurements of resolution: Both the original and a resampled 

(downsampled) version of the original image were used, and resolution were measured in 

positions corresponding with the anyplanes through the 3D volumes. Axial and lateral 

spatial resolutions were measured directly from the 2D ultrasound images by plotting gray 

level profiles through the center of the scanned wires [50]. The maximum pixel value was 

used as the center value for each thread. Parabolic curves were matched to these plots and 

evaluated at -6 dB and -20 dB. Only the values above -6 dB were used for matching the 

parabolic curves both in the original 2D images and in 2D anyplanes obtained from the 3D 

volumes. Measurements in the elevation direction were possible to perform on anyplanes 

through the 3D volumes scanned across the threads (Fig. 4B). Each measurement was 

performed on the same wire at a depth of approximately 27 mm in three different scans. 

 

2.5.2.3. Visual comparisons of small, barely visible structures (test 2c) 

The CIRS 044 (Model 044, CIRS Inc., VA, USA), an ultrasound phantom with small 

cylinders of varying size, was used to compare the visibility of small structures after a 

reconstruction. Three ultrasound translation sweeps were performed on the smallest 

cylinders on the CIRS 044 phantom, both lengthwise and crosswise. These small cylinders 

have measurements of 1.5 mm (diameter) and 2.4 mm (length) specified in the fabrication 

sheet. Original single 2D images were acquired showing as many cylinders as possible, all 

cylinders appearing as circles in the ultrasound image. Anyplane images (Fig. 4D) through 
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the 3D volumes were created from the same position and orientation as the collected original 

images (Fig. 4C). Eight people were presented 2D images, in random order, showing small 

objects and presented with two questions for each image: “Count how many separate dark 

structures you can see, and rate how easy it is to identify those you can see (1-5, where 1 is 

easy and 5 hard).” When presented with several images of varying quality, the test person 

may “learn” where the structures should be, and this may enable them to identify more 

structures in a poor image that they would do otherwise. To allow for this the test subjects 

were also asked to rate (1-5) how easy it was to identify the structures they could identify, 

and they were also shown an illustration of the corresponding section of phantom 

beforehand. The 2D images were either an original 2D ultrasound image showing the 

structures or a 2D anyplane obtained from a 3D volume. The anyplanes from the 3D 

volumes were either approximately orthogonal or parallel to the 2D images from which the 

3D volume was created. 

 

2.5.2.4. Visual comparisons of tissue data orthogonal to the scanning direction (test 2d) 

A section of the underside of the forearm of two healthy volunteers was scanned 

with freehand translation sweeps. One person was scanned with two sweeps along the arm 

while the other was scanned with two sweeps across the arm. Original single 2D images 

were acquired approximately orthogonal to the 3D acquisition sweeps for comparison (Fig. 

4C) and corresponding anyplane images through the 3D volumes were collected (Fig. 4D). 

A group of eight people were presented with different 2D images in random order, showing 

tissue data from the same location. They were presented with sets of 3 or 4 images and 

asked the following question: “Sort the images according to quality and give each image a 

quality score (1-5), where 1 is best and 5 is worst.” The images were original 2D ultrasound 

images of the tissue or anyplanes obtained from reconstructed 3D volumes approximately 

orthogonal to the input 2D images. The sets of 3 images showed the 3 different input 

sources, being all original 2D images or all anyplane images from a specific reconstruction 

algorithm. The sets of 4 images showed an original 2D ultrasound image and anyplane 

images from different reconstruction algorithms, all images being from the same input 

source. 
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2.5.3. Compare the correctness of the reconstructed volume’s geometry (test 3) 

A geometry comparison is a measurement on how well a reconstruction manages to 

recreate a known phantom geometry. Statistical comparisons based on both data sources and 

reconstruction algorithms were performed. 

The CIRS 044 have a set of cylinders with specified measurements of 3mm 

(diameter) * 6 mm (length). Three ultrasound translation sweeps were performed on these 

structures in both the lengthwise and crosswise direction. Original single 2D ultrasound 

images with 3D positions and orientations were acquired for each data set both along and 

across the cylinder. Both height and width of the structure in the image was measured, 

resulting in measurements of cylinder length in the lateral direction and diameter height in 

the axial direction for the images along the cylinder, and measurements of diameter width in 

the lateral direction and diameter height in the axial direction. Three measurements were 

performed in the original image and three in an image processed with a levels function of an 

image processing application. The levels function was used to spread out the pixel 

intensities so that they fill the whole 8-bit range. The reason for this was to try to emulate 

the processing in the image reconstructions where a similar function was used for the whole 

volume. 

2D anyplane images were created through the reconstructed 3D volumes at positions 

and orientations matching that of the original 2D images. The same structure measurements 

were done on these anyplane images and the differences were compared and tested for 

variations in reconstruction algorithm and data source quality. The anyplane images covered 

measurements in the elevation direction in addition to measurements in the lateral and axial 

direction. The elevation measurements were received from cylinder length in the scans along 

the cylinder and from the cylinder width measurements in the scans across. The same person 

performed all analyses, repeating each measurement three times. The cylinder measurements 

performed on the original ultrasound images were used as the gold standard for the 

comparisons. 

 

2.6. Statistical comparisons 

All data were compared using statistical methods using the SPSS Statistics software 

(SPSS 16 for Mac, SPSS Inc., IL, USA). All statistical tests were performed with a 5% 

confidence level (α = 5%). To check if all groups came from the same distribution, an 

overall test was applied. In case of rejection, each group was tested against the others. 
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Each group was tested for normal distribution using the Shapiro-Wilk (SW) test to 

check for the possibility to use parametric statistics. For unrelated samples, if normality was 

accepted for all groups the Analysis of Variance (ANOVA) test was used for the overall 

statistics and the Bonferroni multiple-comparisons procedure was used for the pairwise 

comparisons. If normality was rejected the non-parametric Kruskal-Walis (KW) test was 

used for the overall statistics and the Mann-Whitney-Wilcoxon (MWW) test was used for 

the pairwise comparisons. For test 1 with related samples the Friedman test was used for the 

overall statistic and the Wilcoxon Signed Rank (WSR) test was used for the pairwise 

comparisons. All statements in the text regarding differences (e.g.: performed better/poorer 

than, better/worse result, harder to identify, more accurate detection) are based on 

statistically significant results, even if this not mentioned explicitly every time. 

 

3. Results 

3.1. Compare the reconstruction algorithms’ abilities to correctly recreate removed 

data (test 1) 

The differences between the slice with the removed data and the data values from the 

anyplanes in the same positions in the reconstructed volumes were plotted as curves with 

RMS results for each removed percentage. See Fig. 5 as one example showing the RMS 

values from the different reconstructed volumes using the digital video as input in the scans 

across the forearm. All RMS values for the different removed percentages were combined 

for the statistical comparisons (Table 1). Table 1 shows results from the scans taken either 

across or along the forearm. Statistically significant differences were found between the 

following reconstruction algorithms: In the scans across the forearm, representing data with 

high degree of variation, the large kernel performed poorer than the other two reconstruction 

algorithms for the digital data, and for the unprocessed video the small kernel performed 

better than the large. Also when combining the data from all three video sources the small 

kernel performed better than the large. In the scans along the forearm, representing data with 

little variation, the PNN reconstruction gave a better result than the others for the analog and 

digital video while it gave a worse result for the unprocessed data. For the unprocessed data 

in the scan along the forearm the large kernel reconstruction performed better than the small 

kernel that performed better than the PNN reconstruction. The differences between the scan 

across and along the forearm were visible as higher mean values in the scans across the arm 
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(Table 1). When comparing values in Table 1 it was only possible to compare values from 

the same data source because of the different characteristics of the data sources. 

 

 

Fig. 5. RMS values for the three different reconstruction algorithms for the digital video acquired across 
the forearm. Mean and standard deviation values are presented for each removed percentage. All RMS 
measurements for the large kernel are larger than the other two, and the difference is statistically 
significant. 

 

Table 1. RMS values obtained by removing a percentage of data (0-700% removed) from selected input 
images. The scans across the forearm represent data with large variations while the scans along the 
forearm represent data with little variation from one image to the next. The values in the table between 
data sources are not comparable. 

 Scan across arm (large variation between images) 

 Analog Digital Unprocessed 

PNN 8.38±2.42 9.12±2.45 16.93±3.43 

Small kernel 7.57±1.46 9.59±1.98 16.10±2.96 

Large kernel 7.50±1.37 10.77±2.01 17.12±3.19 

  

Scan along arm (small variation between images) 

 Analog Digital Unprocessed 

PNN 5.04±1.01 6.83±1.31 14.07±0.99 

Small kernel 5.68±0.96 7.41±1.52 13.21±1.40 

Large kernel 5.83±1.04 7.49±1.52 12.86±1.17 

 

3.2. Visual comparisons of structures placed increasingly closer (test 2a) 

The data from the comparisons can be illustrated as graphs showing the number of 

threads and the difficulty to identify the threads (Fig. 6, Table 2). The compared images 

came from scans both along (Fig. 4A) and across (Fig. 4B) the threads (See also Fig. 7A and 
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Fig. 7B for examples of the images), the scans along the threads representing a comparison 

in the lateral direction of the ultrasound images and the scans across the threads representing 

a comparison in the elevation direction as related to the ultrasound image (Fig. 2).  

The results showed no statistically significant differences between the reconstruction 

algorithms, each with a median of 5 identified structures (Table 2). The identification of 

only 5 structures means that the structures with the distance of 1 mm could not be separated. 

Comparing the results from the anyplanes through the reconstructed volumes with the 

original 2D ultrasound images, the original images gave statistically significantly better 

results with a median of 6 identified structures (Table 2), meaning that the structures with 

the smallest distance of 1 mm could be separated in the majority of the observations. The 

comparison of the data sources showed that for all tests except the structure count from the 

scan along the threads, the unprocessed data produced volumes where fewer structures could 

be identified and they were harder to identify. 

 

 

Fig. 6. Identification of 6 structures placed increasingly closer. Results from the scans along, across and 
both combined. Mean and standard deviation values are shown in the graphs. The six threads were 
identified by eight volunteers. (A) Number of identified threads for the reconstruction algorithms and 
original images. (B) The difficulty to identify the threads for the reconstruction algorithms and original 
images. (C) Number of identified threads for the different data sources. (D) The difficulty to identify the 
threads for the different data sources. 
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Table 2. Number of identified small structures. Mean and standard deviation values for the different 
combinations of reconstruction algorithm and data source.  

 Scan along structures 

(lateral direction) 

 Scan across structures 

(elevation direction) 
 

Both scan directions 

combined 
 PNN Small 

kernel 

Large 

kernel 

Original  PNN Small 

kernel 

Large 

kernel 

 PNN Small 

kernel 

Large 

kernel 

Analog 5.17±0.38 5.33±0.48 5.38±0.49 5.50±0.52  4.83±0.82 5.00±0.72 5.04±0.76  5.00±0.65 5.17±0.63 5.21±0.65 

Digital 5.42±0.50 5.46±0.51 5.38±0.49 5.94±0.25  4.88±0.74 4.92±0.65 5.04±0.69  5.15±0.68 5.19±0.64 5.21±0.62 

Unprocessed 5.17±0.48 5.42±0.50 5.37±0.49 5.69±0.48  4.25±0.61 4.38±0.97 4.12±0.95  4.71±0.71 4.90±0.93 4.75±0.98 

 

 

Fig. 7. Example of thread size as a measurement of spatial resolution in the axial and lateral direction. 
The images are based on an anyplane image from a PNN reconstructed volume with analog video as 
input. (A) The anyplane slice through the ultrasound volume with an illustration of where (crosshairs) 
the intensity plots in the axial and lateral direction were collected. The horizontal measurement give the 
elevation resolution when the anyplanes come from the volumes scanned across the threads. The other 
structures in this image were used in test 2a. (B) The original ultrasound image from the analog video. 
Pixel values have been modified with the levels function of an image processing application to provide an 
image with more contrast in the paper. (C) A dB plot of the intensity values in the axial direction from 
(A) with a fitted parabolic curve. (D) A dB plot of the intensity values in the lateral direction from (A) 
with a fitted parabolic curve. 

 

3.3. Comparisons based on image measurements of spatial resolution (test 2b) 

Parabolic curves were matched to plots through the centers of the scanned wires 

(Fig. 7) and these curves were evaluated at 6 dB and 20 dB levels below the maximum 

value. The 6 dB values are presented in Table 3. 

There were no statistically significant differences between the thread measurements 

from the different reconstruction algorithms, but they performed better than the original 
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images in some of the tests: In the lateral direction all reconstruction algorithms gave better 

results than both the original images and the resampled version of these images for both 6 

dB and 20 dB. For 6 dB, the measurements in the lateral direction based on the anyplanes 

through the reconstructed volumes had a mean thread width of 1.17 mm while the original 

images had a mean width of 1.32 mm. In the axial direction for the 6 dB evaluations, only 

the small kernel was better than the original images with a mean thread height of 0.67 mm 

compared to the mean height of the original images of 0.80 mm. Both the small and the 

large kernel performed better than the resampled original images. When fewer groups were 

compared compared without regard to the other groups more differences were detected also 

for the axial resolution: For 6 dB the PNN algorithm performed better than both the 

resampled and original images, and also the large kernel performed better than the original 

images. For 20 dB both the PNN and small kernel reconstruction performed better than the 

original images. For the 20 dB evaluations in the axial direction, all reconstruction 

algorithms gave better results than the resampled original images while none showed 

statistically significant difference from the original images. The results from the data sources 

showed that the unprocessed ultrasound performed poorer than both analog and digital video 

in both axial and lateral direction for 6 dB and 20 dB with a measured mean axial thread 

height for 6 dB of 0.79 mm and a measured mean lateral thread width of 1.49 mm compared 

to a measured axial thread height of 0.69 mm and measured lateral width of 1.21 mm for the 

processed video sources. The only difference in the elevation direction was that analog 

video performed better than unprocessed video for 20 dB. 

 

Table 3. Image measurements of spatial resolutions. The results are presented as mean and standard 
deviation values in mm, and the measurements are from a fitted parabolic curve evaluated as 6 dB (see 
Fig. 7 for example). 

 Analog  Digital  Unprocessed 

 Axial Lateral Elevation  Axial Lateral Elevation  Axial Lateral Elevation 

PNN 0.65±0.09 1.15±0.04 1.86±0.38  0.66±0.15 1.08±0.15 1.58±0.50  0.76±0.20 1.22±0.19 1.90±0.43 

Small k. 0.69±0.05 1.18±0.05 2.10±0.31  0.62±0.07 1.11±0.06 2.31±0.62  0.71±0.05 1.23±0.08 2.37±0.51 

Large k. 0.69±0.06 1.16±0.07 2.10±0.32  0.65±0.08 1.16±0.08 2.24±0.50  0.74±0.07 1.28±0.06 2.34±0.47 

Original 0.74±0.01 1.28±0.01 -  0.69±0.03 1.28±0.03 -  0.98±0.03 1.80±0.03 - 

Resamp. 0.76±0.01 1.27±0.02 -  0.73±0.02 1.25±0.01 -  0.78±0.02 1.45±0.02 - 
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3.4. Visual comparisons of small, barely visible structures (test 2c) 

 Examples of the images presented to the eight volunteers are shown in Fig. 8. The 

original images allowed more accurate structure detection than the anyplanes through the 

reconstructed volumes both for the number of structures identified (Fig. 9, Table 4) and the 

difficulty to identify the structures, by deviating from the true number of structures (eleven) 

by a median of 0. The deviation for the large kernel had a median of 2.5 structures, which 

was statistically significantly better than the PNN reconstruction with a median deviation of 

4 structures from the true number. The small kernel could not be separated from the other 

reconstructions with a median deviation of 3 structures. For the scans along the cylinders the 

anyplanes from the PNN reconstruction did not allow the volunteers to identify the same 

number of structures as the other reconstructions with a median deviation of 3 structures 

compared to the others with medians of 1 structure deviation. The structures in anyplanes 

from the PNN reconstructions were more difficult to identify than the small kernel. In the 

scans across the cylinders there were no statistically significant differences between the 

reconstruction algorithms with a combined median deviation of 6 structures. The results 

from comparing only two groups with each other also showed that the structures in the 

volumes from the PNN reconstruction were statically more difficult to identify than both the 

other reconstruction algorithms for the scan direction along the cylinders and for both 

directions combined. The image sources could not be statistically significantly separated for 

the scan along the cylinders with a combined median deviation from the true number of 1 

structure. In the scan across the cylinders, the unprocessed data performed poorer than the 

other image sources with a median deviation of 7 structures compared to a median of 6 for 

the digital video and 5 for the analog video. The digital and analog video could, however, 

not be separated through statistical significance. When combining both scan directions, the 

analog video with a median deviation of 3 performed statistically significantly better than 

the unprocessed data with a median deviation of 4. The digital video with a median 

deviation of 3 could not be separated from the other algorithms. 
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Fig. 8. Example of anyplane images of small structures (cylinders). The anyplanes are from 
reconstructions based on digital video as input. The scan direction of the input images are along the 
cylinders. (A) PNN reconstruction. (B) Small kernel reconstruction. (C) Large kernel reconstruction. 

 

 

Fig. 9. Number of identified structures. The results are shown as the deviation from the true number of 
structures (=11) presented as mean and standard deviation values. Results from the three different 
reconstruction algorithms compared with original ultrasound images. The results from both the scans 
across and along the structures are combined. 

 

Table 4. Comparisons based on the number of identified structures. The values shown are the deviation 
from the true number of structures (=11) presented as mean and standard deviation values. 

 
Both scan directions combined 

 Scan across cylinders 

(elevation direction) 
 

Scan along cylinders 

(lateral direction) 
 PNN Small 

kernel 

Large 

kernel 

Original  PNN Small 

kernel 

Large 

kernel 

 PNN Small 

kernel 

Large 

kernel 

Analog 3.63±1.47 3.17±2.30 2.83±2.30 0.25±0.77  4.54±1.28 5.12±1.36 4.88±1.39  2.71±1.00 1.21±0.98 0.79±0.41 

Digital 3.75±2.02 3.23±2.55 2.90±2.78 0.19±0.54  5.04±1.73 5.46±1.56 5.29±1.83  2.46±1.35 1.00±0.66 0.50±0.72 

Unprocessed 4.52±2.46 4.04±2.82 3.77±2.81 0.19±0.75  6.62±0.97 6.58±0.93 6.42±0.93  2.42±1.47 1.50±1.38 1.12±0.80 

 

3.5. Visual comparisons of tissue data (test 2d) 

Fig. 10 contain examples of the images used in the comparisons showing both 

original ultrasound images and anyplanes through reconstructed volumes, all originating 
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from the same position. The differences between the reconstruction algorithms were not 

statistically significant, but all performed worse than the original images both with respect to 

ordering and quality. The data sources could not be separated in the scans along the forearm, 

and the quality score could also not be separated in the scans across the forearm. The results 

from the ordering in the scans across the forearm showed that the digital video was 

preferred, followed by the unprocessed data, and the analog video was evaluated as the 

worst quality. When combining the answers from both scan directions the ordering gives the 

same result as for scans across the forearm, but now also the quality score shows the analog 

video to perform poorer than the other sources. 

 

 
Fig. 10. Original ultrasound images and anyplanes of the underside of the forearm. All images are 
originating from the same position. All anyplane images are reconstructed with a small kernel, and the 
anyplanes are obtained orthogonal to the reconstruction input images (See Fig. 4C and Fig. 4D). (A) 
Original analog image. (B) Original digital image. (C) Original unprocessed image. (D) Anyplane with 
analog ultrasound video as reconstruction input. (E) Anyplane with digital ultrasound video as 
reconstruction input. (F) Anyplane with unprocessed ultrasound data as reconstruction input. 

 

3.6. Compare the correctness of the reconstructed volume’s geometry (test 3) 

 None of the reconstruction algorithms could be separated from the original 

ultrasound images (used as gold standard) while also being different from the other 

reconstruction algorithms (Table 5). For the scans across the cylinder the analog and digital 

video differs from the original images in the length measurements, by a difference in 

measured mean value of 0.33 mm for the analog video and 0.16 mm for the digital video 

(Table 6). The unprocessed data differs from the original images in the width measurements, 

by a difference in measured mean width of 0.28 mm (Table 6). 
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Table 5. Comparisons of reconstruction algorithms based on distance measurements. The measurements 
were performed on the length (= 6.66 mm), width (= 3.06 mm) and height (= 3.07 mm) of a small 
cylinder. The differences in mm are shown for the results that are statistically significantly different 
from the original images (“gold standard”). The term NS means not statistically significant. 

Scan 

direction 
 Length Width Height 

Both  NS NS NS 

PNN 0.27 

Small k. 0.36 
Along 

cylinder 
Large k. 0.42 

NS NS 

PNN 0.13 

Small k. 0.22 
Across 

Cylinder 
Large k. 0.25 

NS NS 

 

Table 6. Comparisons of input ultrasound sources based on distance measurements. The measurements 
were performed on the length (=6.66 mm), width (= 3.06 mm) and height (= 3.07 mm) of a small 
cylinder. The differences in mm are shown for the results that are statistically significantly different 
from the original images (“gold standard”). The term NS means not statistically significant. 

Scan 

direction 
 Length Width Height 

Both  NS NS NS 

Analog 0.29 

Digital 0.32 
Along 

cylinder 
Unprocessed 0.44 

NS NS 

Analog 0.33 NS 

Digital 0.16 NS 
Across 

cylinder 
Unprocessed NS 0.28 

NS 

 

4. Discussion 

In image-guided surgery it is important to have reliable images available from all 

directions, and the quality of the reconstructed 3D ultrasound data to be used for guidance 

and therapy is important. In this paper we have studied if the choice of 3D reconstruction 

algorithm and input data source may affect image quality and resolution in a 3D volume as 

evaluated by various methods. A quick summary of the results is presented in Table 7. 

 



Comparing 3D ultrasound reconstructions 24 

Table 7. Short summary of the most important results from the different comparison tests. 

Comparison 

result 

Test 1a. 

Remove data 

Test 2a.  

Identification 

of close 

structures 

Test 2b. 

Image 

resolution 

measurements 

Test 2c. 

Identification 

of small 

structures 

Test 2d. 

Tissue data 

comparisons 

Test 3. 

Geometry 

measurements 

Reconstruction 

algorithms 

Large k. worst 

(for varying 

images) 

Equal 

performance 

Equal 

performance 
PNN worst Equal performance 

PNN barely best 

Large k. middle 

Small k. barely 

worst 

Data sources - 
Unprocessed 

worst 

Unprocessed 

worst 

Unprocessed 

worst 

Digital best, 

Unprocessed middle, 

Analog worst 

Indecisive 

(Digital slightly 

better) 

 

4.1. Comparing the performance of the reconstruction algorithms 

Our study showed that the performance of the 3D ultrasound reconstruction 

algorithms varied from test to test. The small kernel reconstruction algorithm performed 

slightly better overall than the two other tested algorithm implementations, but a conclusion 

depends on how the tests are being weighted due to importance. If all tests are to be equally 

weighted, the choice of reconstruction algorithm doesn’t matter, and a good choice may be 

the fastest algorithm, PNN. All quality measures may, however, not be equally important, 

and the preferred algorithm may be selected based on intended application. 

The method of removing input data and measuring the reconstruction algorithms 

success at recreating removed data is the “classical” comparison test of reconstruction 

algorithms [35]. For the scan along the forearm, the PNN algorithm surprisingly has the best 

performance for the analog and digital video. However, this scan direction creates images 

that change only slightly from one image to the next. For the unprocessed data, however, the 

PNN reconstruction has the worst performance, probably because of the increased level of 

information in these images. The scans across the forearm were more interesting, since they 

gave more variation from one image to the next, and the ability to perform well under such 

situations is more important in a practical situation, so these results were given more weight 

in Table 7 and our conclusions. For the scans across the forearm the reconstruction with the 

largest ellipsoid kernel around input pixels performed worse than the smallest kernel for the 

digital video and the unprocessed data. The reconstruction with the largest kernel performed 

also worse than the PNN reconstruction for the digital video. The reason for the poorer 

performance of the large kernel may be that we used a lateral resolution for the 
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reconstruction based on a depth of 32 mm when the image depth was 40 mm, and thus 

blurring the data too much in a large part of the reconstructed volume. 

In addition to test 1, only test 2c and test 3 showed any statistical differences in 

reconstruction algorithms. All the comparisons of counted small structures in test 2c showed 

that the PNN reconstruction performed poorer than the small kernel in two cases and also 

poorer than the large kernel in two cases (Table 4). When only comparing two groups at a 

time in test 3, the PNN algorithm performed better than the small kernel in one comparison 

and better than the large kernel in three. However, the differences in measured mean values 

were very small: less than the size of the volume cells (< 0.2 mm), so even if the differences 

were statistically significant they may not result in much practical difference. 

In image-guided surgery it is most important to identify very small structures in the 

correct location, so the small or large kernel may be a better choice than the current 

implementation of the PNN algorithm. However, it should be noted that the small structures 

in test 2c were so small that a minor position change made the structures disappear. In the 

test we used the position of a single ultrasound image showing all the structures. The nature 

of the PNN reconstruction algorithm implementation just replacing existing data in the 3D 

volume with the latest data might have changed the position of the small structures just 

enough that they could not be identified. This does not mean that they could not have been 

identified in a neighboring position, just that the PNN reconstruction algorithm introduced a 

small position bias. It is possible to remove this bias by changing the bin-filling [24] of the 

PNN implementation to an averaging [30, 34] or by keeping the maximum value [30] 

instead of using only the most recent value. 

 

4.2. Comparing reconstructions with directly acquired original ultrasound images 

All tests, except test 1, may be used to test for differences between original, directly 

acquired 2D ultrasound images and anyplanes through the reconstructed volumes. Most tests 

showed the original ultrasound images to perform better than the anyplanes, but test 2b 

showed the opposite. 

An interesting result from test 2b was that the means acquired for resolution 

measurements on anyplanes from the reconstructions showed better resolutions than those 

measured on the original images (Table 3). The downsampling of the original ultrasound 

images seemed to lead to slightly better results, but this difference was not enough to 

explain why the anyplanes in the lateral direction from the reconstructions performed better 
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than original ultrasound images for this test. Also, in the axial direction for the 6 dB 

reduction, the small kernel obtained better results than both sets of original data, and when 

fewer groups were compared also the other algorithms performed better than both sets of 

original data. However, the explanation to the differences may be that the reconstruction 

algorithms processed the input data to make full use of the 8-bit range, while the original 

images were unprocessed. This processing increased the distance between the pixel values 

and the 6 dB and 20 dB measurements were not at the same level for the anyplanes and the 

original images. Another interesting observation was obtained when comparing results for 6 

dB reductions in Table 3 with the theoretical results shown in Fig. 3. The differences 

between measured and theoretical resolutions were quite large: The measured axial 

resolution was about 4.7 times larger than the theoretical, the measured lateral resolution 

about 2.7 times larger and the measured elevation resolution about 2.1 times larger. For the 

axial direction, the assumption about a very short transmitted pulse for the theoretical 

calculation was clearly too optimistic, and the transmitted pulse was probably several 

wavelengths long. The thickness of the thread may also lead to a slightly increased 

measurement, even if the thread diameter was only 0.1 mm. When imaging the thread we 

made sure that a focus point was at the approximate depth of the thread so that the lateral 

resolution should be comparable to the theoretical values. However, the formula for the 

lateral resolution (3) did not take into account apodization, and this may explain some of the 

difference. The available data of the ultrasound probe may also provide additional 

information: The probe center frequency is 7.2 MHz, and even if the imaging frequency was 

set to 10 MHz, the real center frequency of the submitted pulse may be closer to 7.2 MHz. In 

addition the absorption in the imaged area of the ultrasound phantom was 0.7 dB/cmMHz. 

Using ft = 7.2 MHz in (3) and a = 0.7 dB/cmMHz in (4) resulted in the measured lateral 

resolution being only 1.8 times larger than the theoretical resolution, and measured elevation 

resolution being only 1.4 times larger than the theoretical. The elevation focus is fixed at 

depth 16 mm, and compared to the wire depth of 27 mm the difference for the elevation 

direction was quite understandable. To explore the differences between the theory and 

practical results further it may be necessary to perform hydrophone measurements of the 

transmitted pulse, especially to determine the differences in axial resolution. 

Test 2c showed that directly acquired ultrasound images performed better than the 

reconstruction algorithms for the purpose of identifying small structures in phantoms. Test 

2d showed that the human observers prefered directly acquired ultrasound images to 

anyplanes through reconstructions, also for tissue data. Test 3 measuring all axes of a 
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cylinder showed that in most cases the distances measured on anyplanes was not different 

from directly acquired ultrasound images. Still, Table 5 and 6 showed that images related to 

the lateral and elevation reconstruction directions gave significant differences from the 

original ultrasound data for larger distances (lengths measurements) but not for smaller 

measurements (width measurements), except for the unprocessed data.  Another interesting 

result was that all the length measurements in anyplanes in the lateral direction (scans across 

cylinder) were larger than the measurements in the original images while the length 

measurements in the elevation direction (scans along cylinder) were smaller. The reason for 

this difference may be inaccuracies in the probe calibration, as this comparison test is 

dependant of accurate orientation. The original images for the length measurements were 

obtained orthogonal to the input images in the scan along the cylinder, and a small 

difference in orientation may have resulted in a relatively large difference in length 

measurement. 

 

4.3. Difference between data sources 

Both processed video sources performed generally better than the unprocessed data. 

The digital video was the data source with the best results throughout all the tests. However, 

it could not be separated from the analog video in tests 2a, 2b, 2c and 3. On the other hand, 

it performed better than the analog video in the tissue comparison test 2d. The analog video 

showed good results in several tests and was often better than the unprocessed data, but not 

statistically significantly better than the digital video in any of the comparisons. However, in 

the volunteers’ evaluation of the tissue data, the analog video performed poorer than both 

the digital and unprocessed video. 

When observing the input video sources, it was obvious that the unprocessed data 

had more information with the higher resolution, while the processed video sources 

represented a resampling of the sampled data, which could lead to a loss of information. So 

far not much work is published comparing the quality of the unprocessed with processed 

data. Use of the unprocessed data could probably lead to better results in comparisons; 

however, our results indicate the opposite conclusion. The reason for this may be that the 

reconstruction algorithms do not process the data as thoroughly as the ultrasound scanner 

does. This result may be seen as a proof that the image processing done in the ultrasound 

scanner does improve the image quality as seen from the user perspective even if the 

resolution may be somewhat reduced. Another important aspect of this is that if unprocessed 
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data are used directly there may be a reduction of quality and the images may be harder to 

interpret even if the data contain more information. To prevent this, a processing similar to 

that of the ultrasound scanner could be performed. It should however be noted that all 

comparisons are based on data from a single scanner using one ultrasound probe, and the 

quality of the unprocessed and processed data may wary between different probes and 

scanners, and the results of our study can hence not be generalized. 

 

4.4. Comparing input sources and reconstruction algorithms 

Several studies try to compare the performance and quality of the reconstruction 

algorithms [24, 31, 32, 35, 36, 48, 49]. The most commonly used comparison method is the 

method of removing a percentage of the input data and then determining the algorithms 

ability to recreate this data. A Root Mean Squared (RMS) error value or an equivalent value 

is usually used to disclose the quality difference. A specific slice is selected, usually in the 

middle of the ultrasound volume, and a set of different percentages are selected for removal 

of data [35]. Coupé et al. [48] uses a variation over this and removes input slices (1, 2, 3, 4, 

5 and 6) over the whole input data set and calculates a mean and standard deviation for the 

MSE (Mean Squared Error) values of the different slices. The advantage of this method is 

that it is an objective method that may be done automatically and is usable with most kinds 

of ultrasound data.  

Drawbacks of this method are that it only compares one aspect of reconstruction 

quality and the results are dependant of the imaged tissue. In addition, this comparison 

method is not suitable to compare different ultrasound data sources as we have done in this 

paper. We have still used this existing method, but in addition we have devised several 

additional tests for the purpose of comparing both reconstruction algorithms and data 

sources for the reconstructions. 

It is important to note that in our use of the test we performed the statistical 

comparisons over the full range of removed data (0, 25, 50, 75, 100, 300, 500 and 700 

percent) without regard to the data having more samples in the range from 0% to 100%, 

leading to a higher weight given to this range. Also, a situation may arise where the RMS 

values of one reconstruction algorithm are better for one range of percentages but worse for 

another range when compared to another reconstruction algorithm. In this situation, the 

statistical tests of the whole range may be indecisive, while a test of a smaller range might 

give a result. The described situation happened for the combination of all data sources in the 
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scan along the forearm, and as may be seen in Table 1 this test could not differentiate 

between the data sources. We decided not to perform any additional tests of specific smaller 

ranges as we wanted to focus on the overall score. 

Several of the tests we have used in this paper deal with the practical resolution of 

the ultrasound images and volumes, especially tests 2a, 2b, 2c and 3. However, test 2c was 

also highly dependent on accurate positions of the small structures or the ultrasound probe 

positions related to the structures. Some of the differences between the reconstruction 

algorithms and original 2D ultrasound images may be due to small errors in the probe 

calibration having a total mean error of 1.05 mm. The structures being only 1.5 mm in 

diameter and 2.4 mm long may easily be missed with this calibration accuracy since the 

comparisons were based on a position and orientation with the structures visible in the 

original images. A small error in either position or orientation may lead to several missing 

structures. One of the important features of ultrasound is how good the image quality appear 

to a human and how easy it is to interpret the image. Test 2d try to test these aspects, but the 

test is very unspecific. To detect more important differences a set of specific tests could be 

created asking volunteers (preferably clinical ultrasound users) to evaluate sets of images 

from different clinical cases. 

We have tried to create tests that may represent different uses of the ultrasound 

volumes, but the range of tests is not exhaustive. Our comparison tests also have a varying 

degree of manual interaction and may not be practical in all situations. Several other tests 

could be devised in addition to the tests we have performed in this paper. One idea is to 

perform an automatic segmentation of a known structure and compare volume sizes [33]. 

However, our initial experiments showed that the segmentation algorithms that we had 

access to created quite different segmented volumes from the same reconstructed ultrasound 

volume with only small changes in parameters, and it was difficult to get comparable 

segmentations from volumes originating from different input sources. Another possible test 

is the comparison of measurements of relatively large distances. An automated method like 

the one described in Lindseth et al. [51] might be possible, and this test may detect more and 

larger differences than the test we have performed in this paper, which only compares 

measurements of small distances. 

The general problem with comparison tests for reconstructed ultrasound volumes is 

that there are several error sources that may affect the results, and these error sources may be 

larger than the factors we want to compare. Our method of comparing several aspects of the 

reconstructed volumes is a way to limit the error sources when looking at all tests combined. 
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Still the error sources should be minimized before the comparisons. We have also applied 

statistical comparisons of all the data collected in the tests since this gives a better way of 

knowing if one value really is better than another or if it only is natural variation.  

 

4.5. Relevance and further work 

3D probes may be used for acquisition of 3D data instead of 2D probes. 3D probes 

will allow both easy acquisition of near real-time 3D data and the possibilities of 3D data 

with time as a fourth dimension. However, in IGS, tracked 2D probes have a few advantages 

over 3D probes: The data stream from the ultrasound probe is limited, so still it is possible to 

get a higher resolution volume from a 2D probe. In IGS, positioned intraoperative data is 

easier to correlate to preoperative data, so a tracking sensor is usually needed. 3D probes are 

shown to interfere more with electromagnetic tracking systems that 2D probes [52]. The 

volume covered by a 3D probe is much smaller than is practical in most IGS applications, 

and to overcome this limitation, an application must be created that combines data from the 

3D probe. The data from the 3D probe are not easily available to third party ISG 

applications, needed to integrate the data with preoperative data, or for combining the data 

into larger volumes.  

Most new ultrasound scanners support the DICOM standard so that it should be 

possible to get access to digital data for 3D reconstructions. Even if only a stack of 2D 

images is stored, a 3D reconstruction is still possible with this data if the 2D images are 

tagged with accurate global time-tags. The positions may then be recorded at the same time 

with their own time-tags, and a time calibration [44, 53] may be performed to match the 

positions with the images. Most applications for 3D ultrasound reconstructions require a 

near real-time implementation, and currently the video grabber approach is the fastest 

solution in most cases for freehand 3D reconstructions, as DICOM don’t support real-time 

images yet. However, DICOM working group 24 focuses on developing DICOM standards 

and services for Image Guided Surgery [54]. This work may result in real-time protocols 

that open up for easily accessible real-time digital ultrasound images suitable for 3D 

reconstructions. Another option is the method we have used in this paper by using an 

ultrasound scanner that allows real-time access to digital data. 

All comparisons of data in this paper are performed with data from a single scanner 

using one ultrasound probe. To get more general results it would be interesting to collect 

data from more scanners and probes. Only a few ultrasound scanners supply unprocessed 
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data (e.g. RF) to third parties without special collaboration agreements. However, a study 

using data from various scanners and probes could make it easier to arrive to general 

conclusions regarding choice of input data. Examples of scanner producers with scanners 

that may supply unprocessed data are: Winprobe (North Palm Beach, FL, US), VeraSonics 

(Redmond, WA, US), and Terason (Burlington, MA, US), in addition to the Sonix RP 

scanner from Ultrasonix used in our study. 

 

5. Conclusion 

The present study shows that the choice of data source may be more important than 

the choice of reconstruction algorithm in order to achieve high quality image volumes from 

tracked freehand 2D ultrasound data. Furthermore, scan converted digital and analog data 

gave better results than unprocessed ultrasound data in our comparison tests performed with 

one scanner. Overall, digital video performs slightly better than analog video, but in most 

cases the two video sources were difficult to separate by the comparison methods, indicating 

that the quality loss of using flexible video-grabbing solutions over scanners with a digital 

interface may not be significant. It must be taken into account that the conclusions on data 

source quality were based on comparisons performed on data from a single scanner using 

one ultrasound probe, and that quality and processing may differ between probes and 

scanners. More work including comparison tests on several scanners and probes should 

therefore be performed in order to obtain more general conclusions. By giving all the 

comparisons the same weight, no reconstruction algorithm of those tested performs 

significantly better than the others in terms of image quality indicating that the fastest 

reconstruction method should be chosen, e.g. PNN. However, in general, the reconstruction 

algorithm must be selected according to the application and the intended usage of the 3D 

volume.  
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Navigation in laparoscopy – prototype research platform for improved
image-guided surgery
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Abstract
The manipulation of the surgical field in laparoscopic surgery, through small incisions with rigid instruments, reduces free
sight, dexterity, and tactile feedback. To help overcome some of these drawbacks, we present a prototype research and
development platform, CustusX, for navigation in minimally invasive therapy. The system can also be used for planning and
follow-up studies. With this platform we can import and display a range of medical images, also real-time data such as
ultrasound and X-ray, during surgery. Tracked surgical tools, such as pointers, video laparoscopes, graspers, and various
probes, allow surgeons to interactively control the display of medical images during the procedure. This paper introduces
navigation technologies and methods for laparoscopic therapy, and presents our software and hardware research platform.
Furthermore, we illustrate the use of the system with examples from two pilots performed during laparoscopic therapy. We
also present new developments that are currently being integrated into the system for future use in the operating room. Our
initial results from pilot studies using this technology with preoperative images and guidance in the retroperitoneum during
laparoscopy are promising. Finally, we shortly describe an ongoing multicenter study using this surgical navigation system
platform.

Key words: Surgical navigation, image-guided surgery, laparoscopy, minimally invasive surgery, ultrasound

Introduction

Laparoscopic surgery is generally performed through

small incisions using long, thin, and rigid instru-

ments. The manipulation of the surgical field with

this technique reduces free sight, dexterity, and

tactile feedback, compared to open surgery. Images

from modalities such as computed tomography

(CT), magnetic resonance imaging (MRI), and

ultrasound can, in combination with navigation

technology, be used to plan a procedure, to guide

laparoscopic instruments down to lesions, e.g. liver

tumors, in a safe manner through narrow channels,

and to help the surgeons monitor the surgical

resection as well as to control the result, i.e. quality

assessment.

Image-guided surgery

Image-guided surgery (IGS) involves several

important steps, of which some are more cri-

tical than others for obtaining optimal and safe

therapy:

N Preoperative image acquisition, data processing,

and preoperative image visualization for optimal

diagnostics as well as satisfying preoperative

therapy decision-making and planning.
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 N Accurate registration of preoperative image data

and visualization in the operating room (OR) for

accurate and optimal planning just prior to surgery.

N Intraoperative imaging for updating images for

guidance as well as intraoperative visualization

and navigation for safe, efficient and accurate IGS

in the OR.

N Postoperative imaging and visualization for ade-

quate evaluation of patient treatment.

The last step is sometimes performed in the OR for

quality assessment.

The majority of available systems for IGS have

thus far been designed for neurosurgery (1–3), but

systems and prototype solutions for other clinical

applications and therapies are emerging, such as for

ear, nose, and throat (ENT) procedures (4–6),

breast (7–9), prostate (10–12), orthopedics (13–

15), bronchoscopy (16), hepatic and liver surgery

(17–19), and endovascular therapy (20). In the most

advanced systems commercially available today, the

surgeon is provided with two-dimensional (2D) and

three-dimensional (3D) visual ‘‘road maps’’ of a

patient’s anatomy with representations of the

tracked surgical instrument overlaid on the images.

Some groups limit their systems to the planning

phase of abdominal surgery. Systems have been

designed for planning hepatic surgery (21–23), since

the operability of liver tumors depends on their

relation to intrahepatic vascular structures. Soler and

coworkers (23) confirmed their findings with radi-

ologists, and concluded that their solution will

improve planning of hepatic surgery by more

precisely delineating liver pathology and its relation

to normal structures. Lamade and coworkers

showed how a 3D presentation of individual patient

liver anatomy facilitated perception of pathology and

how their system allowed calculation of complete

resection protocols, which could be quantified and

modified interactively (21).

Tracking technologies for image-guided surgery

There are four common technologies to track

medical instruments: Mechanical, acoustical, elec-

tromagnetic, and optical. The role of a tracking

system in this context is to determine the position

and orientation of a sensor attached to the instru-

ment. A calibration procedure determines the

position and orientation of the tip of the instrument

in relation to the sensor attached to the instrument.

Mechanical localizers are articulated arms whose tip

position can be determined by the angles formed by

each joint. Acoustical position trackers are com-

posed of speakers/emitters, which produce ultrasonic

waves that are detected by microphones/receivers.

The idea behind the electromagnetic system is to

attach receiver coils to the instrument to be tracked.

The system measures the induced electrical currents

in the receiver coils when they are moved within a

magnetic field generated by either an alternating

current (AC) or direct current (DC) transmitter

(24). The position can then be calculated based on

the strength of the current induced in the coils. The

AC and DC devices are both sensitive to some types

of metallic objects located in the vicinity of the

transmitter or receiver and to magnetic fields

generated by power sources and devices such as

cathode-ray tube monitors. Therefore, both types of

electromagnetic systems are challenging to use in an

environment like an OR, where various metallic

objects are moved around in the field (25). The

general idea with optical tracking is to use multiple

cameras to track markers distributed on a rigid

structure, whose geometry is specified beforehand.

At least three markers in an asymmetric spatial

configuration are necessary to determine the posi-

tion and orientation of the rigid body in space.

Adding additional markers allows a better camera

visibility of the tracked object and improves the

measurement accuracy. In addition, both the visibi-

lity of the tracked object and the accuracy of its 3D

position and orientation are dependent on the

position of the markers (26). The markers can be

infrared light emitting diodes (active markers), or

infrared light reflectors (passive markers) in the

shape of spheres or discs. Both passive (27) and

active (28) markers have been used for tracking of

medical instruments in IGS. To track multiple

objects simultaneously the markers attached to each

object must have a unique spatial configuration. For

more details on any of the tracking technologies, we

refer to Meyer and Biocca (29) or Cinquin (30).

Registration of preoperative patient data

Image-to-patient registration is a required step in

any intraoperative navigation system based on

preoperative images. Most registration methods

can be characterized as point-based, surface-based

or voxel/volume-based (31). Point-based methods

optimize the alignment of corresponding points in

two images or in one image and in physical space,

and are the underlying methods for patient registra-

tion based on skin fiducials or anatomical land-

marks. Surface-based methods try to match

corresponding surfaces. Herline and coworkers

(32) developed a surface registration method based

on CT images for use in liver surgery and tested it on

a liver phantom with embedded phantom tumors.

They achieved an accuracy of 2.9 mm RMS (root

18 T. Langø et al.
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 N Accurate registration of preoperative image data

and visualization in the operating room (OR) for

accurate and optimal planning just prior to surgery.

N Intraoperative imaging for updating images for

guidance as well as intraoperative visualization

and navigation for safe, efficient and accurate IGS

in the OR.

N Postoperative imaging and visualization for ade-

quate evaluation of patient treatment.

The last step is sometimes performed in the OR for

quality assessment.

The majority of available systems for IGS have

thus far been designed for neurosurgery (1–3), but

systems and prototype solutions for other clinical

applications and therapies are emerging, such as for

ear, nose, and throat (ENT) procedures (4–6),

breast (7–9), prostate (10–12), orthopedics (13–

15), bronchoscopy (16), hepatic and liver surgery

(17–19), and endovascular therapy (20). In the most

advanced systems commercially available today, the

surgeon is provided with two-dimensional (2D) and

three-dimensional (3D) visual ‘‘road maps’’ of a

patient’s anatomy with representations of the

tracked surgical instrument overlaid on the images.

Some groups limit their systems to the planning

phase of abdominal surgery. Systems have been

designed for planning hepatic surgery (21–23), since

the operability of liver tumors depends on their

relation to intrahepatic vascular structures. Soler and

coworkers (23) confirmed their findings with radi-

ologists, and concluded that their solution will

improve planning of hepatic surgery by more

precisely delineating liver pathology and its relation

to normal structures. Lamade and coworkers

showed how a 3D presentation of individual patient

liver anatomy facilitated perception of pathology and

how their system allowed calculation of complete

resection protocols, which could be quantified and

modified interactively (21).

Tracking technologies for image-guided surgery

There are four common technologies to track

medical instruments: Mechanical, acoustical, elec-

tromagnetic, and optical. The role of a tracking

system in this context is to determine the position

and orientation of a sensor attached to the instru-

ment. A calibration procedure determines the

position and orientation of the tip of the instrument

in relation to the sensor attached to the instrument.

Mechanical localizers are articulated arms whose tip

position can be determined by the angles formed by

each joint. Acoustical position trackers are com-

posed of speakers/emitters, which produce ultrasonic

waves that are detected by microphones/receivers.

The idea behind the electromagnetic system is to

attach receiver coils to the instrument to be tracked.

The system measures the induced electrical currents

in the receiver coils when they are moved within a

magnetic field generated by either an alternating

current (AC) or direct current (DC) transmitter

(24). The position can then be calculated based on

the strength of the current induced in the coils. The

AC and DC devices are both sensitive to some types

of metallic objects located in the vicinity of the

transmitter or receiver and to magnetic fields

generated by power sources and devices such as

cathode-ray tube monitors. Therefore, both types of

electromagnetic systems are challenging to use in an

environment like an OR, where various metallic

objects are moved around in the field (25). The

general idea with optical tracking is to use multiple

cameras to track markers distributed on a rigid

structure, whose geometry is specified beforehand.

At least three markers in an asymmetric spatial

configuration are necessary to determine the posi-

tion and orientation of the rigid body in space.

Adding additional markers allows a better camera

visibility of the tracked object and improves the

measurement accuracy. In addition, both the visibi-

lity of the tracked object and the accuracy of its 3D

position and orientation are dependent on the

position of the markers (26). The markers can be

infrared light emitting diodes (active markers), or

infrared light reflectors (passive markers) in the

shape of spheres or discs. Both passive (27) and

active (28) markers have been used for tracking of

medical instruments in IGS. To track multiple

objects simultaneously the markers attached to each

object must have a unique spatial configuration. For

more details on any of the tracking technologies, we

refer to Meyer and Biocca (29) or Cinquin (30).

Registration of preoperative patient data

Image-to-patient registration is a required step in

any intraoperative navigation system based on

preoperative images. Most registration methods

can be characterized as point-based, surface-based

or voxel/volume-based (31). Point-based methods

optimize the alignment of corresponding points in

two images or in one image and in physical space,

and are the underlying methods for patient registra-

tion based on skin fiducials or anatomical land-

marks. Surface-based methods try to match

corresponding surfaces. Herline and coworkers

(32) developed a surface registration method based

on CT images for use in liver surgery and tested it on

a liver phantom with embedded phantom tumors.

They achieved an accuracy of 2.9 mm RMS (root

18 T. Langø et al.
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 mean square) value for the entire surface of the

phantom liver. This indicates the possibilities of

registration in laparoscopic IGS, even to individual

internal organs during surgery. For image-to-image

registration the two surfaces are extracted from the

image data, and for image-to-patient registration the

physical space surface is either generated by sweep-

ing over the skin with a tracked pointer or using a 3D

laser camera (33). Voxel-based methods are used for

image-to-image registration and for matching two

volumes by optimizing their similarity. Correlation

or mutual information (34) is often used to calculate

the similarity. It should be mentioned that if an

intraoperative imaging modality is available, the

preoperative images could be registered to the

patient or physical space by using a volume-based

image-to-image registration technique between the

pre- and intraoperative data.

Intraoperative imaging and navigation in laparoscopy

In conventional laparoscopic surgery, the visible

surface area is limited to the range of the image

captured by the laparoscope. This surface-view tech-

nology is limited because the surgeon must mentally

correlate the patient’s anatomical structures through

medical images with the operative field to determine

the location of vital anatomical structures that lie

beyond the view of the monocular laparoscope.

The major challenges to achieve satisfying IGS for

mobile organs in the abdomen, in particular liver

procedures, are accurate registration of preoperative

images to the patient and how to update these

images due to changes that occur during surgery.

There can be no presumption of even piece-wise

rigidity, except for procedures in the retroperito-

neum as we have previously shown (35). In liver

surgery, intraoperative ultrasound, without naviga-

tion, has become the standard for solving this (36–

39). The problem with traditional laparoscopic

ultrasound has been the orientation or lack of spatial

cues to ease the interpretation and understanding of

the ultrasound images. Ellsmere and coworkers have

developed a system to provide spatial cues to the

surgeons, improving their ability to interpret the

laparoscopic ultrasound images (37). Their key

method is to show the ultrasound image relative to

a 3D model of the aorta or with an orientation

display with laparoscopic video images. This

improves the physician’s ability to correctly identify

key structures in the ultrasound images. Sjølie and

coworkers demonstrated ultrasound guidance of a

radiofrequency ablation probe into model liver

tumors to show the benefits of 3D ultrasound

compared to two 2D techniques (40). Several groups

have also demonstrated the usefulness of ultrasound

image-guidance during local treatment of liver tumors

(41–44). In addition, Harms and coworkers describe

a setup for 3D ultrasound-based navigation in

laparoscopy (38). They compared 3D laparoscopic

ultrasound with 3D transcutaneous ultrasound and

3D CT scan, using CT as the gold standard. They

reported that laparoscopic ultrasound in combination

with navigation and tracking technology has, in

addition to being technically feasible, the potential

to become a valuable tool for planning and improving

interventions guided by laparoscopic ultrasound.

Another group used laparoscopic ultrasound to

match targets on a phantom liver to the correspond-

ing targets in a CT scan of the phantom for IGS

purposes (45). In an attempt to track liver motions

during insufflation, one group of researchers devel-

oped an interactive IGS system for liver surgery with

tracking of a laparoscope and an ultrasound probe

(17). They found that the instruments could be

accurately tracked to within 1.4 to 2.1 mm error and

that liver motion was approximately 10 mm in

patients. They concluded that interactive IGS was

feasible for both open and laparoscopic hepatic

procedures and could improve operative localization

in future developments (43).

In this paper we present a prototype research and

development platform for navigation in laparoscopic

surgery that overcomes many of the limitations of

conventional laparoscopy by providing the surgeon

with a view beyond the surface of organs. The

system is presented in detail and we illustrate its use

with examples from two clinical pilots and laboratory

tests. Surgeons and radiologists can use the system

during planning and follow-up of surgical proce-

dures. The system is capable of importing and

displaying various medical images, also real-time

data such as ultrasound during surgery. Tracked

surgical tools, such as pointers, video laparoscopes,

graspers, and various probes, allow the surgeons to

interactively control the display of medical images

during the procedure.

Material and methods: Laparoscopic

navigation system

Equipment

The prototype research and development naviga-

tion platform for laparoscopic surgery CustusX

(Figure 1A, SINTEF, Trondheim, Norway), com-

prises optical position tracker cameras (Figure 1A,

PolarisH, NDI, Waterloo, Ontario, Canada), an

electromagnetic position tracking transmitter

(Figure 1B–C, AuroraH, NDI, Waterloo, Ontario,

Navigation system for laparoscopic surgery 19
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Figure 1. Our own prototype surgical navigation system can be used with optical (A, shown with Polaris, NDI, Canada) or electromagnetic

(B, shown with Aurora, NDI, Canada) tracking (5 DOF sensor shown in C). Various surgical tools can be tracked with these position and

orientation tracking systems; a preoperative planning pointer (D, also used for patient registration), a dedicated intraoperative laparoscopic

pointer (E), video laparoscope (F), graspers for navigation during resection (G), radio frequency ablation probes (H), flexible ultrasound

probe with electromagnetic tracking sensors on the tip (I). The patient reference frame can be seen in image J together with the laparoscopic

pointer in use.

20 T. Langø et al.
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Figure 1. Our own prototype surgical navigation system can be used with optical (A, shown with Polaris, NDI, Canada) or electromagnetic

(B, shown with Aurora, NDI, Canada) tracking (5 DOF sensor shown in C). Various surgical tools can be tracked with these position and

orientation tracking systems; a preoperative planning pointer (D, also used for patient registration), a dedicated intraoperative laparoscopic

pointer (E), video laparoscope (F), graspers for navigation during resection (G), radio frequency ablation probes (H), flexible ultrasound

probe with electromagnetic tracking sensors on the tip (I). The patient reference frame can be seen in image J together with the laparoscopic

pointer in use.
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 Canada), a desktop computer (Macintosh PowerPC,

Apple, Cupertino, CA, USA), navigation pointers

(Figure 1D–E), snap-on tracking devices for various

laparoscopic instruments (Figure 1F–H), laparo-

scopic ultrasound probe with integrated tracking

(Figure 1I), a patient reference tracking frame

(Figure 1J), and our own developed software for pro-

cessing of medical data, visualization, and navigation.

Tracking of rigid and flexible instruments

We have made snap-on tracking devices for such

tools such as video laparoscopes (Figure 1F),

graspers (Figure 1G), and radio frequency ablation

probes (Figure 1H). The optical position tracking

devices attached to the surgical tools comprise three

to four reflecting spheres. For the devices with four

spheres, one can be elevated from the plane of the

other three for optimal tracking conditions at

oblique angles between the tracking cameras and

the tracking frame. When using ultrasound in a

surgical navigation system, a position sensor must be

attached to the ultrasound probe and a calibration

procedure must be performed. Probe calibration is

the procedure of determining the mathematical

transformation matrix, describing the position and

orientation of the real-time 2D ultrasound image

relative to the position sensor attached to the probe.

We refer to Mercier et al. (46) for an in-depth

discussion of the various methods to perform probe

calibration. We have incorporated an electromag-

netic sensor (Figure 1C) into the laparoscopic

ultrasound probe shown in Figure 1I (6 MHz

prototype Tetrad laparoscopic ultrasound probe,

System FiVe scanner, GE Vingmed Ultrasound,

Norway). To obtain tracking of all six degrees of

freedom (DOF), we used two five-DOF sensors at

approximately 90˚ angle to each other at each side of

the tip of the probe. Having the electromagnetic

sensors attached to the tip of the ultrasound probe

makes it possible to obtain image positions even

when the probe is flexed at the tip. Our probe is able

to flex stepwise as much as 90˚ in two directions.

Software modules and integration

The software system modules integrated into the

navigation system are shown in figure 2. Our system

Figure 2. Surgical navigation platform software modules. Hardware interfaces ensure the access to various images and other data,

processing algorithms prepare the data, while the graphical user interface presents the data to the end user of the system, the laparoscopic

surgeon in this case.
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 is based on the open source libraries VTK

(Visualization ToolKit) (47) and ITK (Insight

Segmentation and Registration Toolkit) (48).

Medical data are captured through the hardware

interface modules or read in by Digital Imaging and

Communication in Medicine (DICOM) or raw

data import modules. The system can capture data

through video grabbing or by dedicated connec-

tions through digital interface protocols, e.g. digital

ultrasound images or radio frequency echo signals

directly from internal scanner protocols. DICOM

images are imported and reconstructed either

directly in our own software or the system can use

other software to perform tasks on the images that

are not built into our navigation system software.

We have developed a plug-in for OsiriX (49) for

export of DICOM images to our system after

processing in OsiriX. OsiriX is a multidimensional

DICOM viewer designed for display and interpre-

tation of large sets of multidimensional and multi-

modal images such as PET-CT and MRI/CT.

Position and orientation measurements from track-

ing devices attached to tools are also read directly

through a generic tracking interface to most tracking

technologies. The imported images are recon-

structed into 3D volumes or passed to the 2D video

viewer directly. 3D data can be filtered or segmented

prior to visualization. Segmentations are performed

using our semi-automatic segmentation method

based on a starting point within the structure/organ.

The surface of the structure is determined with a

fast-marching level-set algorithm (48). For an

effective and proper extraction of a surface of an

organ, input parameters of the algorithm must be

adjusted due to variations in the characteristics of

the imaging modalities, such as CT and MR with

and without contrast. The organ to be segmented

also influences the settings for these parameters. In

certain cases we use third party software such as

InsightSNAP (50), e.g. for manual segmentations of

smaller structures that might be hard to extract

automatically.

Visualization of medical data

The research navigation system platform is capable

of displaying images in many different manners as

shown in Figure 3:

N Conventional 2D orthogonal slicing (Figure 3A)

N 2D anyplane/oblique slicing (Figure 3B–C), the

2D plane is shown inside a 3D volume-rendered

scene

N Stereoscopic visualization (Figure 3D)

N Surface visualization of segmented structures

(Figure 3E–F)

N Volume rendering with dynamic transfer func-

tions (Figure 3G)

N Combinations of several views (Figure 3B–C)

We can display several volumes simultaneously in

the navigation display and interactively set dynamic

transfer functions to volume-rendered objects. Using

different transfer functions, and colors, for the

different volumes allows us to easily distinguish

them in the display window. Our volumes are

rendered using a common technique where the 3D

volume is saved in the graphics memory as a series of

2D slices. These textures are mapped on 2D proxy

geometry which in turn is rendered normally in

order from the furthest to the nearest relative to the

camera. The source data for the volumes is sampled

from any of several modalities for medical image

acquisition. We have successfully worked with CT,

MRI, fMRI (functional MRI in neurosurgery), MR

angiography, CT angiography, MR diffusion tensor

imaging, and 3D tissue- and power Doppler ultra-

sound data sets. The individual voxels’ intensities

are transformed into color and opacity values by the

transfer functions after the proxy geometry/textures

are rendered. The dynamic transfer functions are

applied to the source volume on the graphics

processor to allow real-time adjustment of the

transfer functions in order to reduce processing time

in the operating room.

While the surface model view (Figure 3E–F) or

volume view (Figure 3G) provide overview, the

orthogonal slices or the anyplane slice (Figure 3A–

C) provide important details from the original

preoperative images. The conventional orthogonal

slicing technique: Axial, Coronal, and Sagittal

(ACS), is important to the surgeon as the original

images are displayed without any image processing

applied.

The graphical user interface of our system is

shown in Figure 4A–B. During a surgical procedure,

the operator can start patient registration, change

visualization settings etc., directly from this inter-

face. Figure 3G shows an example when using a

linear transfer function setting with low intensity

values removed. For all the methods, crosshairs or a

small sphere can be drawn to show the tip position of

the tracked instrument. Position tracking of the

instruments can be turned off to allow manual

inspection, using the mouse and/or keyboard to

rotate and zoom in on the volume obtaining

positions not physically accessible by means of

positioning of the navigation instruments. The

operator can also detach the multimodal view or

ACS windows from the user interface and move one

or both of them to a second monitor (as will be

shown later). The buttons for changing set-up and
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 is based on the open source libraries VTK

(Visualization ToolKit) (47) and ITK (Insight

Segmentation and Registration Toolkit) (48).

Medical data are captured through the hardware

interface modules or read in by Digital Imaging and

Communication in Medicine (DICOM) or raw

data import modules. The system can capture data

through video grabbing or by dedicated connec-

tions through digital interface protocols, e.g. digital

ultrasound images or radio frequency echo signals

directly from internal scanner protocols. DICOM

images are imported and reconstructed either

directly in our own software or the system can use

other software to perform tasks on the images that

are not built into our navigation system software.

We have developed a plug-in for OsiriX (49) for

export of DICOM images to our system after

processing in OsiriX. OsiriX is a multidimensional

DICOM viewer designed for display and interpre-

tation of large sets of multidimensional and multi-

modal images such as PET-CT and MRI/CT.

Position and orientation measurements from track-

ing devices attached to tools are also read directly

through a generic tracking interface to most tracking

technologies. The imported images are recon-

structed into 3D volumes or passed to the 2D video

viewer directly. 3D data can be filtered or segmented

prior to visualization. Segmentations are performed

using our semi-automatic segmentation method

based on a starting point within the structure/organ.

The surface of the structure is determined with a

fast-marching level-set algorithm (48). For an

effective and proper extraction of a surface of an

organ, input parameters of the algorithm must be

adjusted due to variations in the characteristics of

the imaging modalities, such as CT and MR with

and without contrast. The organ to be segmented

also influences the settings for these parameters. In

certain cases we use third party software such as

InsightSNAP (50), e.g. for manual segmentations of

smaller structures that might be hard to extract

automatically.

Visualization of medical data

The research navigation system platform is capable

of displaying images in many different manners as

shown in Figure 3:

N Conventional 2D orthogonal slicing (Figure 3A)

N 2D anyplane/oblique slicing (Figure 3B–C), the

2D plane is shown inside a 3D volume-rendered

scene

N Stereoscopic visualization (Figure 3D)

N Surface visualization of segmented structures

(Figure 3E–F)

N Volume rendering with dynamic transfer func-

tions (Figure 3G)

N Combinations of several views (Figure 3B–C)

We can display several volumes simultaneously in

the navigation display and interactively set dynamic

transfer functions to volume-rendered objects. Using

different transfer functions, and colors, for the

different volumes allows us to easily distinguish

them in the display window. Our volumes are

rendered using a common technique where the 3D

volume is saved in the graphics memory as a series of

2D slices. These textures are mapped on 2D proxy

geometry which in turn is rendered normally in

order from the furthest to the nearest relative to the

camera. The source data for the volumes is sampled

from any of several modalities for medical image

acquisition. We have successfully worked with CT,

MRI, fMRI (functional MRI in neurosurgery), MR

angiography, CT angiography, MR diffusion tensor

imaging, and 3D tissue- and power Doppler ultra-

sound data sets. The individual voxels’ intensities

are transformed into color and opacity values by the

transfer functions after the proxy geometry/textures

are rendered. The dynamic transfer functions are

applied to the source volume on the graphics

processor to allow real-time adjustment of the

transfer functions in order to reduce processing time

in the operating room.

While the surface model view (Figure 3E–F) or

volume view (Figure 3G) provide overview, the

orthogonal slices or the anyplane slice (Figure 3A–

C) provide important details from the original

preoperative images. The conventional orthogonal

slicing technique: Axial, Coronal, and Sagittal

(ACS), is important to the surgeon as the original

images are displayed without any image processing

applied.

The graphical user interface of our system is

shown in Figure 4A–B. During a surgical procedure,

the operator can start patient registration, change

visualization settings etc., directly from this inter-

face. Figure 3G shows an example when using a

linear transfer function setting with low intensity

values removed. For all the methods, crosshairs or a

small sphere can be drawn to show the tip position of

the tracked instrument. Position tracking of the

instruments can be turned off to allow manual

inspection, using the mouse and/or keyboard to

rotate and zoom in on the volume obtaining

positions not physically accessible by means of

positioning of the navigation instruments. The

operator can also detach the multimodal view or

ACS windows from the user interface and move one

or both of them to a second monitor (as will be

shown later). The buttons for changing set-up and
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Figure 3. Visualization of medical images in the navigation system. (A) Orthogonal slicing (only axial slice shown) from 3D reconstructed

CT data with overlaid cross hairs (green) showing the position of the laparoscopic tool. (B) Anyplane slicing with the surgical tool in plane.

(C) Anyplane slicing with the tool perpendicular to the slice. An offset (d) can be set in front of the tracked instrument as illustrated. The

tool in-plane functionality is most useful while using the navigation pointer (Figure 1E), grasper (Figure 1G) or RFA probe (Figure 1H),

while the perpendicular-to-plane modality can be useful when using navigation with the video laparoscope (Figure 1F). (D) Stereoscopic

visualization using red/blue glasses. (E) Surface segmentations of aorta (red), kidney (blue), tumor (adrenal gland, green), and transparent

skin (brown). (F) A zoom of another clinical case, this time the spleen is seen in blue and the tumor (adrenal gland) is located very close to

the renal arteries and the kidney (red). (G) Volume-rendering with low intensity values removed. In B–C combined visualizations can be

seen: Surface segmentations, volume with low intensity values removed, anyplane slice and surgical tool.
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parameters are still available on the operator

monitor, while the surgeons only see the medical

images with the tracked tools superimposed.

Pilot tests of navigation in laparoscopy

We have used the navigation platform in several

clinical cases for development and pilot testing of

functionality described above. The system has been

used for planning and for overview and guidance/

navigation during laparoscopy. The majority of the

cases were adrenalectomies (removal of benign,

functioning adrenal tumors such as aldosteronomas

and pheochromocytomas), while we also tested the

system during resection of a primary tumor in the

retroperitoneum, one retroperitoneal Scwannoma

tumor, and one laparoscopic release of celiac artery

compression syndrome. The common factor for

these pilot cases was surgery in the retroperitoneum,

since for these procedures the anatomic shift is

smaller than for e.g. the liver. This is an impor-

tant aspect as we are using preoperative images.

Nevertheless, we make sure to acquire the CT or

MR images with the patient in the same position as

he/she will have on the operating table (explained

below).

In this paper, we concentrate on key technological

experiences and describe the use of the navigation

system using sample images from two pilot cases,

both adrenalectomies. We acquired consent from

the patients and conducted the pilots in the

Operating Room of the Future for laparoscopic surgery

at St. Olavs Hospital/NTNU (Trondheim, Norway).

We are conducting a multicenter study based on

Figure 4. Graphical user interface for the main navigation system application CustusX. The views show intraoperative tracking of a surgical

instrument inside the abdomen in the surface-rendering window. A) Start-up screen with preoperative CT data in ACS view at the bottom

and surface rendering of segmented objects in the top right corner. The surface rendering shows skeleton, blood vessels and kidneys in red,

spleen in blue and adrenal gland (tumor) in green. B) The surface rendering window is prioritized and made the largest compared to the

ACS view. The windows can be detached from the user interface and can be moved onto a second monitor. The user can also zoom in on

this view and rotate it as shown in figure 3F.
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parameters are still available on the operator

monitor, while the surgeons only see the medical

images with the tracked tools superimposed.

Pilot tests of navigation in laparoscopy

We have used the navigation platform in several

clinical cases for development and pilot testing of

functionality described above. The system has been

used for planning and for overview and guidance/

navigation during laparoscopy. The majority of the

cases were adrenalectomies (removal of benign,

functioning adrenal tumors such as aldosteronomas

and pheochromocytomas), while we also tested the

system during resection of a primary tumor in the

retroperitoneum, one retroperitoneal Scwannoma

tumor, and one laparoscopic release of celiac artery

compression syndrome. The common factor for

these pilot cases was surgery in the retroperitoneum,

since for these procedures the anatomic shift is

smaller than for e.g. the liver. This is an impor-

tant aspect as we are using preoperative images.

Nevertheless, we make sure to acquire the CT or

MR images with the patient in the same position as

he/she will have on the operating table (explained

below).

In this paper, we concentrate on key technological

experiences and describe the use of the navigation

system using sample images from two pilot cases,

both adrenalectomies. We acquired consent from

the patients and conducted the pilots in the

Operating Room of the Future for laparoscopic surgery

at St. Olavs Hospital/NTNU (Trondheim, Norway).

We are conducting a multicenter study based on

Figure 4. Graphical user interface for the main navigation system application CustusX. The views show intraoperative tracking of a surgical

instrument inside the abdomen in the surface-rendering window. A) Start-up screen with preoperative CT data in ACS view at the bottom

and surface rendering of segmented objects in the top right corner. The surface rendering shows skeleton, blood vessels and kidneys in red,

spleen in blue and adrenal gland (tumor) in green. B) The surface rendering window is prioritized and made the largest compared to the

ACS view. The windows can be detached from the user interface and can be moved onto a second monitor. The user can also zoom in on

this view and rotate it as shown in figure 3F.
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 these pilot tests and a research protocol approved by

the scientific board of the hospital and the Regional

Committee for Medical Research Ethics (REK,

Norway). The results from this study will be

published later. The measurements are based on

parameters such as definition of resection border,

trocar placement, time spent on various tasks,

subjective score measures as feeling secure/safe,

locating and avoiding injury to blood vessels or

urethras, complications, endoscopic video, and

surveillance video recordings.

The typical flow of data and the logistics of using

the navigation system in a laparoscopic procedure

are illustrated and summarized in Figure 5.

Prior to surgery

Prior to surgery, usually the day before, MR or CT

images, i.e. DICOM data, were acquired and

imported into the navigation system software for

reconstruction into a 3D volume. The MR/CT

images were obtained with the patient in the same

position as what was planned to be the case in the

OR to minimize errors/shift due to gravity on the OR

table. Skin fiducials, donut-shaped markers (15 mm

diameter, 3 mm thick, 4 mm hole) filled with MR/

CT contrast fluid, were glued to the patient prior to

scanning. These disposable markers were used for

the patient registration procedure in the OR and,

hence, the patient must keep these on until surgery,

usually the following day. Next, the surfaces of

essential organs and structures were extracted from

the image data using methods described above.

Usually, we segmented the tumor, aorta, smaller

vessels in the vicinity of the tumor, organs close to

the tumor, and other important anatomic structures

close to the resection border. For the adrenalectomy

cases used as examples in this article, we segmented

the adrenal gland, aorta with side branches, kidney

closest to the adrenal gland, and in one case the

Figure 5. The diagram shows the logistics for navigation in laparoscopy. The ultrasound feature is not always used in laparoscopy and has

not been clinically tested for the miniature tracking sensor and flexible ultrasound probe combination presented later in this paper.
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 spleen. Next, the registration points, i.e. the skin

fiducials/markers, in the images were marked and

saved for quick registration of images to the patient

inside the OR.

Navigation in the OR

In the OR, preoperative images were registered to

the patient using a non-sterile pointer before sterile

preparation of the patient. The surgeon placed the

pointer tip in one skin fiducial at a time and the

navigation system sampled each of their positions in

space. These physical locations were then matched

to the image points found earlier based on a least-

square fit approach. The accuracy of the registration

was calculated in the matching algorithm and

verified by physically pointing on the patient and

visually inspecting the match on the navigation

system display. Next, fiducials were removed and

the patient was prepared for surgery. After insuffla-

tion, the procedure was planned in more detail,

including the placement of the trocars, by using the

navigation system and a sterile pointer.

Initial experiences from pilot studies

The tracking of the video laparoscope and grasper

enabled the surgeons to use the navigation system

anytime throughout the laparoscopic procedure,

without having to switch to a dedicated navigation

instrument like the laparoscopic navigation pointer.

The surgeons could use the video laparoscope to see

both directly with the video feed while at the same

time attaining a 3D view of anatomy located beyond

the surface of the organs with the navigation system

as shown in Figure 6A–B.

A particularly useful display technique was the

combined view with the 3D surface-models and the

2D anyplane image (Figure 3B), most likely because

this view enabled the operator to turn off the 3D

display of surface-modeled objects or make them

semi-transparent so that detailed information from

the anyplane image could be clearly seen

simultaneously.Thus, detailed information from

2D images could be enhanced, while at the same

time maintaining the overview that the surface

model or volume view provided. The stereoscopic

visualization technique seemed to be most useful

during the planning phase of the procedure as it

implied putting on special glasses, which was

inconvenient during surgery. This method enabled

the surgeons to obtain depth perception, and thus

improve the understanding of anatomic relation-

ships, especially for complex vessel structures in

close vicinity of the tumor. Volume rendering of

data, however, added a certain degree of depth

perception to a visualization of 3D image data

without the use of glasses, and this seemed to be

particularly useful during surgery.

As previously published (35), the total duration of

the registration and the planning procedure, which

was approximately five minutes, did not add

significantly to the total operation time, as this was

performed while other preparations were completed

Figure 6. The photos show the navigation system in use during

laparoscopic surgery. (A) Surgeon’s and assistant’s view using

navigation in laparoscopy. The surgeons can see both the video

laparoscope live image and the navigation display. We can track

several instruments and one instrument can control the view

direction. This makes it possible to have a view in the navigation

display that corresponds to the view direction of the laparoscopic

camera. (B) The optical tracking cameras must be placed so that

there is a free line of sight to the tracked tools and the reference

frame, which can be seen in the lower right part of the photo. In

this case, the surgeon is setting the navigation view by tracking the

video laparoscope and the tracked laparoscopic navigation pointer

is shown in the same 3D scene, as can be seen in the navigation

display in (A).
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 spleen. Next, the registration points, i.e. the skin

fiducials/markers, in the images were marked and

saved for quick registration of images to the patient

inside the OR.

Navigation in the OR

In the OR, preoperative images were registered to

the patient using a non-sterile pointer before sterile

preparation of the patient. The surgeon placed the

pointer tip in one skin fiducial at a time and the

navigation system sampled each of their positions in

space. These physical locations were then matched

to the image points found earlier based on a least-

square fit approach. The accuracy of the registration

was calculated in the matching algorithm and

verified by physically pointing on the patient and

visually inspecting the match on the navigation

system display. Next, fiducials were removed and

the patient was prepared for surgery. After insuffla-

tion, the procedure was planned in more detail,

including the placement of the trocars, by using the

navigation system and a sterile pointer.

Initial experiences from pilot studies

The tracking of the video laparoscope and grasper

enabled the surgeons to use the navigation system

anytime throughout the laparoscopic procedure,

without having to switch to a dedicated navigation

instrument like the laparoscopic navigation pointer.

The surgeons could use the video laparoscope to see

both directly with the video feed while at the same

time attaining a 3D view of anatomy located beyond

the surface of the organs with the navigation system

as shown in Figure 6A–B.

A particularly useful display technique was the

combined view with the 3D surface-models and the

2D anyplane image (Figure 3B), most likely because

this view enabled the operator to turn off the 3D

display of surface-modeled objects or make them

semi-transparent so that detailed information from

the anyplane image could be clearly seen

simultaneously.Thus, detailed information from

2D images could be enhanced, while at the same

time maintaining the overview that the surface

model or volume view provided. The stereoscopic

visualization technique seemed to be most useful

during the planning phase of the procedure as it

implied putting on special glasses, which was

inconvenient during surgery. This method enabled

the surgeons to obtain depth perception, and thus

improve the understanding of anatomic relation-

ships, especially for complex vessel structures in

close vicinity of the tumor. Volume rendering of

data, however, added a certain degree of depth

perception to a visualization of 3D image data

without the use of glasses, and this seemed to be

particularly useful during surgery.

As previously published (35), the total duration of

the registration and the planning procedure, which

was approximately five minutes, did not add

significantly to the total operation time, as this was

performed while other preparations were completed

Figure 6. The photos show the navigation system in use during

laparoscopic surgery. (A) Surgeon’s and assistant’s view using

navigation in laparoscopy. The surgeons can see both the video

laparoscope live image and the navigation display. We can track

several instruments and one instrument can control the view

direction. This makes it possible to have a view in the navigation

display that corresponds to the view direction of the laparoscopic

camera. (B) The optical tracking cameras must be placed so that

there is a free line of sight to the tracked tools and the reference

frame, which can be seen in the lower right part of the photo. In

this case, the surgeon is setting the navigation view by tracking the

video laparoscope and the tracked laparoscopic navigation pointer

is shown in the same 3D scene, as can be seen in the navigation

display in (A).
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 in the OR. Furthermore, the placement of the

trocars seemed to be easier because the surgeon

was able to interactively ‘‘see through’’ the patient

from various directions. In all cases, adequate access

to the tumor and other structures later in the

procedure was obtained, possibly caused by satisfac-

tory placement of the trocars. After insufflation and

trocar positioning, the navigation system was only

used intraoperatively in the retroperitoneum since

navigation was based only on preoperative images

(MRI, CT) in the pilot tests. As surgery progressed,

the system was still useful, because the most

interesting parts of the patient anatomy were still

located beyond the visible surface in the video

laparoscope view. The surgeons felt that the safety

was increased in a majority of the cases due to the

use of the navigation system. This was based on the

added information available to the surgeon, allowing

him to proceed with more confidence during dissec-

tion of the tumors, and also the fact that important

blood vessels could be revealed and visualized on the

navigation system prior to and during dissection.

The navigation display was a useful tool for obtain-

ing an overview and understanding of the anatomy

during the procedure. It provided the surgeon with

new and enhanced information on important struc-

tures not visible from the endoscope image. The skin

surface of the patient did not match the position of

the sterile pointer in the images due to insufflation,

but the match of preoperative information in the

navigation display and organ position located at the

retroperitoneum was still good enough for practical

intraoperative guidance. This has also earlier been

verified intraoperatively (20,35).

Discussion and further developments

New technological advancements open up new

possibilities in treatment with the laparoscopic

technique. In this paper, we have demonstrated the

use of a research and development platform for

navigation in laparoscopy. We have described the

system and pointed out some advantages compared

to conventional laparoscopic surgery using only

endoscopic video.

However, one of the main challenges in using

navigation technology in laparoscopic surgery is to

maintain high accuracy throughout the procedure.

The overall clinical accuracy in IGS, in general, is

the difference between the locations of a surgical tool

indicated in the images and the physical location

inside the patient. This accuracy determines the

delicacy of the work that can be done based on the

images. In neurosurgery, it has been demonstrated

that for navigation based on preoperative images, the

main contributors to navigation inaccuracy are the

registration process and the fact that preoperatively

acquired images do not reflect the intraoperative

changes that occur during surgery (51). A mismatch

between image information displayed on the com-

puter screen, and what is physically taking place

inside the patient, can only be evaluated using well-

defined physical reference points in the patient. In

laparoscopy, this can be achieved by pinpointing

such a structure through the trocars, using a pre-

calibrated laparoscopic pointer (35), with the visual

aid of the laparoscopic camera. An observed

mismatch between the pointer tip in the images

and its position in physical space could be the direct

result of inaccuracy in the registration procedure or,

if the mismatch exceeds some threshold, we can

conclude that an anatomic shift has occurred after

registration of the images to the patient.

Most conventional IGS systems operate under the

assumption that the tissue being operated on can be

treated as a rigid body, which does not change its

form between the time the preoperative images are

acquired and the time the surgery is performed. This

is not the case and tissue movements are much more

important to deal with in laparoscopic IGS than

concerns about image resolution, patient registration

errors, and tracking accuracy. Several approaches

exist to counteract the problem of shifting anatomy

due to surgical manipulations in the body, which in

turn causes the preoperative images to become

outdated. The two most important approaches are

direct navigated surgery based on intraoperative

ultrasound imaging, which is becoming routine in

neurosurgery (1,52,53), and shifting or even morph-

ing the preoperative images based on intraoperative

data such as ultrasound (54). The changes can also

be reduced by acquiring the preoperative images

while the patient is in the same position as he or she

will be on the operating table during surgery (35).

However, the last approach only counteracts shifts

due to gravity. Nevertheless, this effect is important

in abdominal IGS because the operator in laparo-

scopy is usually most interested in the non-resected

tissue. In addition, as long as the procedure is

located in the retroperitoneum, most changes in

anatomy are probably small and may be compen-

sated for by using 3D ultrasound to acquire updated

images.

Navigation based on intraoperative 3D ultrasound

is associated with a similar but independent error

chain, as navigation based on preoperative images.

Ultrasound probe calibration and varying speed

of sound are the main contributors to this error, as

well as changes in anatomy after 3D ultrasound

acquisition. If, however, navigation is based on
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 intraoperative 3D ultrasound scans, the accuracy

will be close to what can be found in laboratory

evaluations. This navigation accuracy will be main-

tained throughout the operation as long as the 3D

map is continuously updated and the ultrasound

data is reconstructed with a sound velocity matching

that of the imaged objects.

In the following, we describe solutions we believe

will improve accuracy and user friendliness of future

intraoperative navigation in laparoscopic therapy, as

well as in other minimally invasive therapy.

Markerless registration of the patient

Preoperative images will continue to be useful for

planning, overview, and guidance in laparoscopic

surgery, as shown in Figures 3, 4, and 6. However,

the current method of registering preoperative

images to the patient in the operating room using

fiducials, as described earlier, is an inconvenient and

time-consuming approach. A new markerless regis-

tration method for matching preoperative images to

the patient on the operating table is currently being

investigated and tested in our laboratory. One

method is based on matching a surface model,

extracted from preoperative MRI or CT data of the

patient’s abdomen, to a corresponding surface

generated from the patient in the operating room,

using a structured light-measuring technique (55).

The surface model of the preoperative images is

extracted and generated using a fast marching level

set algorithm (56) followed by the marching cubes

algorithm. The structured light-measuring techni-

que is based on illuminating an area of the patient’s

body with a sequence of light patterns while

capturing the view with a camera. From the

Figure 7. A method for markerless image-to-patient registration based on the structured light surface measurement technique. (A) Point

cloud from structured light measurement of the abdominal surface of a healthy volunteer. (B) Triangle mesh made from the cloud points.

(C) Surface interpolated over the mesh. (D) Example of a surface generated from a 3D CT scan of a patient. The algorithm starts from an

initial transform between the segmented surface from preoperative MRI or CT and the structured light-generated surface in the operating

room. The basic principle of the algorithm is to first find the closest point on the surface generated fromMRI or CT for each of the points in

the structured light-generated surface. The second step is to calculate a new and better transform based on all the corresponding point pairs

and apply the transform. Finally, this procedure is repeated until a stop criterion is met.

28 T. Langø et al.
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 intraoperative 3D ultrasound scans, the accuracy

will be close to what can be found in laboratory

evaluations. This navigation accuracy will be main-

tained throughout the operation as long as the 3D

map is continuously updated and the ultrasound

data is reconstructed with a sound velocity matching

that of the imaged objects.

In the following, we describe solutions we believe

will improve accuracy and user friendliness of future

intraoperative navigation in laparoscopic therapy, as

well as in other minimally invasive therapy.

Markerless registration of the patient

Preoperative images will continue to be useful for

planning, overview, and guidance in laparoscopic

surgery, as shown in Figures 3, 4, and 6. However,

the current method of registering preoperative

images to the patient in the operating room using

fiducials, as described earlier, is an inconvenient and

time-consuming approach. A new markerless regis-

tration method for matching preoperative images to

the patient on the operating table is currently being

investigated and tested in our laboratory. One

method is based on matching a surface model,

extracted from preoperative MRI or CT data of the

patient’s abdomen, to a corresponding surface

generated from the patient in the operating room,

using a structured light-measuring technique (55).

The surface model of the preoperative images is

extracted and generated using a fast marching level

set algorithm (56) followed by the marching cubes

algorithm. The structured light-measuring techni-

que is based on illuminating an area of the patient’s

body with a sequence of light patterns while

capturing the view with a camera. From the

Figure 7. A method for markerless image-to-patient registration based on the structured light surface measurement technique. (A) Point

cloud from structured light measurement of the abdominal surface of a healthy volunteer. (B) Triangle mesh made from the cloud points.

(C) Surface interpolated over the mesh. (D) Example of a surface generated from a 3D CT scan of a patient. The algorithm starts from an

initial transform between the segmented surface from preoperative MRI or CT and the structured light-generated surface in the operating

room. The basic principle of the algorithm is to first find the closest point on the surface generated fromMRI or CT for each of the points in

the structured light-generated surface. The second step is to calculate a new and better transform based on all the corresponding point pairs

and apply the transform. Finally, this procedure is repeated until a stop criterion is met.
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 observed scenes, coordinates of many points, dis-

tributed across the surface of the object, can be

obtained. The collection of points, point cloud, is

then modeled using a multilevel B-spline approx-

imation to give a surface description of the object

that can be registered to the corresponding segmen-

ted surface of the preoperative images (Figure 7).

Intraoperative ultrasound and multivolume visualization

Unlike the skull, the vertebrae, or the long bones, in

abdominal procedures like liver and prostate surgery

there can be no presumption of even piece-wise

rigidity. This means that intraoperative image

acquisition becomes even more important than in

other clinical IGS disciplines. Combining intrao-

perative ultrasound and navigation technology, it is

possible to show the 2D real-time ultrasound images

in their correct orientation relative to the patient

MR/CT data and surgeon’s view (52,57). This

solves the orientation problem during scanning using

ultrasound, which can be particularly problematic

when using laparoscopic ultrasound, as the video

laparoscope provides an image from a different angle

than the ultrasound probe, none of them necessarily

originating from the same angle as the operator view.

We are implementing and evaluating a 3D

laparoscopic ultrasound solution based on electro-

magnetic miniature position and orientation sensors

at the tip of a flexible laparoscopic ultrasound probe

as shown in Figure 8A. To illustrate the possibilities

of this solution, we have performed 3D ultrasound

scans of an abdominal phantom (Figure 8B, CIRS

Inc., Virginia, USA). The probe calibration, which

determines the position and orientation of the 2D

ultrasound image scan plane relative to the sensors,

was performed using our in-house developed 2D

based alignment method and phantom (27). This

solution will enable us to track the real-time 2D

image inside the abdomen of the patient, and to

perform 3D freehand ultrasound acquisitions. We

can also show the 2D real-time ultrasound image

correctly oriented inside a volume-rendering of the

preoperative data. Such a view makes it easier to

interpret the real-time 2D ultrasound image and will

provide the surgeon with an indication of any

anatomic shift that has occurred since the preopera-

tive data acquisition and registration, as well as an

improved understanding and interpretation of the

ultrasound image.

Illustration of multimodal and multivolume view

with 3D ultrasound and 3D CT is shown in

Figure 9A–E. The images are acquired from the

set-up in Figure 8. A non-linear transfer function

was applied to the CT volume to enhance the

visualization of the liver of the phantom and to better

show the ultrasound volume. We believe that this

feature will be important when visualizing intrao-

perative ultrasound data together with preoperative

CT data from a patient during intraoperative

navigation. The ultrasound will show updated

information that the surgeon relies on during

surgery, at the same time keeping the advantages

from CT, such as better overview and understanding

of the anatomy and pathology.

Multimodality visualization and image fusion

Image fusion techniques might be beneficial when

several information sources are available, such as

CT, MRI, ultrasound, and laparoscopic video. This

is because it is most likely easier to perceive an

integration of two or more volumes in the same

Figure 8. (A) The photo shows one raw 5 DOF electromagnetic

tracking sensor (Aurora, NDI, Canada) and the tip of the flexible

ultrasound probe with two such sensors integrated. The two

sensors are placed at approximately 90˚ angle relative to each

other on each side of the probe array. (B) Abdominal multimodal

phantom (model 057, CIRS Inc., Virginia, USA) showing the

laparoscopic ultrasound probe during a freehand 3D scan. A

water-based gel is used to achieve proper acoustic coupling

between the probe array and the phantom.
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scene than mentally fusing the same volumes

presented in their own display windows. It also

provides the opportunity to pick relevant and needed

information from the most appropriate of the

available datasets. Ideally, relevant information

should not only include anatomical structures for

reference and pathological structures to be targeted

(CT/MRI and US tissue), but also important

structures to be avoided, like blood vessels (CT/

MR contrast, ultrasound Doppler). A technique that

is becoming popular is ‘‘virtual endoscopy’’ (58) or

image-enhanced endoscopy. This approach uses

computer graphics to simulate the view seen by an

endoscope placed in a body cavity, based on a

representation of the cavity rendered from preopera-

tive MRI or CT images. Recent research suggests

merging the endoscope image seen in minimally

invasive surgery with the corresponding computer-

generated surface from preoperative images. For a

complete fusion, the virtual endoscopic view, which

is a surface representation of the cavity, must be

constructed from the CT/MRI data and the video

image mapped onto this surface. Figure 10 shows an

example of a merged display where the preoperative

data, 3D reconstructed and segmented, is overlaid

the video image from the laparoscope camera. The

position sensor attached to the video laparoscope

ensures a correctly oriented 3D view for the

preoperative images corresponding to the camera

live video view. This view may help the surgeons to

quickly take a look beyond the surface of the

retroperitoneum during laparoscopy with a view

corresponding to the conventional video laparo-

scope. Future solutions may be to update and

combine this view using navigated 3D ultrasound,

so that IGS on moving organs will be feasible.

Conclusion

In this paper we have described a prototype research

and development platform for navigation in laparo-

scopic surgery. We have also demonstrated clinical

Figure 9. A) The figure shows a 2D real-time ultrasound image, acquired from a tracked ultrasound probe, inside a 3D volume rendering of

a CT volume from an abdominal phantom (Figure 8B). B) The multimodal display shows a 2D real-time ultrasound image superimposed

on a corresponding anyplane, i.e. reformatted, from the CT volume. The anyplane/oblique CT slice is controlled by the ultrasound probe

position and orientation as explained previously in figure 3B–C. The extent of the CT slice can be interactively changed as well as the

brightness/contrast levels by clicking and dragging the mouse on the borders of the image or in the image, respectively. C) The 3D rendering

shows a real-time 2D ultrasound and a 3D ultrasound volume. D) The 3D volume rendering illustrates multivolume display with 3D

ultrasound in grey scale and 3D CT in color. E) The 3D volume rendering shows the same scene as in D from a slightly different angle with

a low level threshold applied to the 3D ultrasound volume. In D and E, the solid bars holding the phantom together are seen along with the

fiducials.
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scene than mentally fusing the same volumes

presented in their own display windows. It also

provides the opportunity to pick relevant and needed

information from the most appropriate of the

available datasets. Ideally, relevant information

should not only include anatomical structures for

reference and pathological structures to be targeted

(CT/MRI and US tissue), but also important

structures to be avoided, like blood vessels (CT/

MR contrast, ultrasound Doppler). A technique that

is becoming popular is ‘‘virtual endoscopy’’ (58) or

image-enhanced endoscopy. This approach uses

computer graphics to simulate the view seen by an

endoscope placed in a body cavity, based on a

representation of the cavity rendered from preopera-

tive MRI or CT images. Recent research suggests

merging the endoscope image seen in minimally

invasive surgery with the corresponding computer-

generated surface from preoperative images. For a

complete fusion, the virtual endoscopic view, which

is a surface representation of the cavity, must be

constructed from the CT/MRI data and the video

image mapped onto this surface. Figure 10 shows an

example of a merged display where the preoperative

data, 3D reconstructed and segmented, is overlaid

the video image from the laparoscope camera. The

position sensor attached to the video laparoscope

ensures a correctly oriented 3D view for the

preoperative images corresponding to the camera

live video view. This view may help the surgeons to

quickly take a look beyond the surface of the

retroperitoneum during laparoscopy with a view

corresponding to the conventional video laparo-

scope. Future solutions may be to update and

combine this view using navigated 3D ultrasound,

so that IGS on moving organs will be feasible.

Conclusion

In this paper we have described a prototype research

and development platform for navigation in laparo-

scopic surgery. We have also demonstrated clinical

Figure 9. A) The figure shows a 2D real-time ultrasound image, acquired from a tracked ultrasound probe, inside a 3D volume rendering of

a CT volume from an abdominal phantom (Figure 8B). B) The multimodal display shows a 2D real-time ultrasound image superimposed

on a corresponding anyplane, i.e. reformatted, from the CT volume. The anyplane/oblique CT slice is controlled by the ultrasound probe

position and orientation as explained previously in figure 3B–C. The extent of the CT slice can be interactively changed as well as the

brightness/contrast levels by clicking and dragging the mouse on the borders of the image or in the image, respectively. C) The 3D rendering

shows a real-time 2D ultrasound and a 3D ultrasound volume. D) The 3D volume rendering illustrates multivolume display with 3D

ultrasound in grey scale and 3D CT in color. E) The 3D volume rendering shows the same scene as in D from a slightly different angle with

a low level threshold applied to the 3D ultrasound volume. In D and E, the solid bars holding the phantom together are seen along with the

fiducials.
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use of the system and pointed out some future

directions. Our initial results are promising. How-

ever, we believe that the navigation system can be

improved even further by introduction of intrao-

perative 3D imaging, more advanced multimedia

display, and solutions that improve logistics and

user friendliness in the OR. We are working on

several solutions, some of which are mentioned and

discussed in this paper. In order to evaluate the use

of navigation systems in laparoscopy, we will

conduct larger studies involving more patients with

various types of lesions.
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Abstract
Laparoscopic surgery is performed through small incisions that limit free sight and possibility to palpate organs. Although 
endoscopes provide an overview of organs inside the body, information beyond the surface of the organs is missing.  
Ultrasound can provide real-time essential information of inside organs, which is valuable for increased safety and accuracy 
in guidance of procedures. We have tested the use of 2D and 3D ultrasound combined with 3D CT data in a prototype 
navigation system. In our laboratory, micro-positioning sensors were integrated into a �exible intraoperative ultrasound 
probe, making it possible to measure the position and orientation of the real-time 2D ultrasound image as well as to perform 
freehand 3D ultrasound acquisitions. Furthermore, we also present a setup with the probe optically tracked from the shaft 
with the �exible part locked in one position. We evaluated the accuracy of the 3D laparoscopic ultrasound solution and 
obtained average values ranging from 1.6% to 3.6% volume deviation from the phantom speci�cations. Furthermore, we 
investigated the use of an electromagnetic tracking in the operating room. The results showed that the operating room setup 
disturbs the electromagnetic tracking signal by increasing the root mean square (RMS) distance error from 0.3 mm to  
2.3 mm in the center of the measurement volume, but the surgical instruments and the ultrasound probe added no further 
inaccuracies. Tracked surgical tools, such as endoscopes, pointers, and probes, allowed surgeons to interactively control the 
display of both registered preoperative medical images, as well as intraoperatively acquired 3D ultrasound data, and have 
potential to increase the safety of guidance of surgical procedures.

Key words: Intraoperative ultrasound, 3D ultrasound, surgical navigation, image-guided surgery, minimally invasive 
surgery, electromagnetic tracking

Introduction

Compared to open surgery, laparoscopic surgery 
presents the surgeon with a set of challenges. One of 
these is the restricted view inside the body cavity 
through the video laparoscope. Another limitation is 
the inability to palpate tissue. In addition, little  
tactile feedback is possible through the rigid laparo-
scopic instruments. Ultrasound can compensate for 
some of these limitations intraoperatively by allowing 
the surgeon to see into tissues, i.e. beyond the surface 
of the organs. Furthermore, ultrasound can visualize 
blood vessels, important for avoiding bleeding, and 
its real-time capabilities provide the surgeons with 

immediate feedback of changes that occur. The image 
quality of ultrasound systems has also increased in 
recent years and the equipment is cheaper and more 
portable than alternative intraoperative imaging 
modalities such as CT and MRI.

Laparoscopic ultrasound

Laparoscopic ultrasound (LUS) was �rst introduced 
by Fukuda and coworkers in 1982 (1) with a system 
for screening of the liver during diagnostic laparos-
copy and for staging of gastrointestinal malignancy. 
Following this, advances in CT and MRI technology 
have decreased the attention of diagnostic LUS. 
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However, a renewed enthusiasm for LUS came in the 
1990s with the introduction of laparoscopic cholecys-
tectomy as a standard procedure for cholecystolithiasis 
and more advanced ultrasound technology (2).  
Particularly, transducer development applicable to 
LUS resulted in achievements previously only 
reported in open surgery. Since this introduction,  
2D LUS has expanded to being used for visualization 
of the anatomy during dissection, staging of gastro-
intestinal malignancies, detection of primary and  
secondary liver tumors, adrenalectomy, and delinea-
tion of the anatomy and examination of the common 
bile duct in laparoscopic cholecystectomy (2–8).

Nevertheless, to a clinician inexperienced with 
ultrasound, and in particular LUS, interpretation of 
the image in relation to the patient anatomy can be a 
challenge. The most important contributing factor to 
this is the orientation and position of the imaging 
transducer in relation to the displayed image on the 
screen, as the clinician only sees the probe indirectly 
through the video laparoscope. Also, the transducer’s 
limited depth and width perception may give orienta-
tion and interpretation dif�culties, especially for 
inexperienced users. The size of LUS images is small 
due to small transducer array size (foot print of the 
probe) as compared to CT and MR images. This is 
particularly true for laparoscopy, since the probe must 
pass through a trocar for introduction into the body 
cavity. Furthermore, ultrasound may have other  
disadvantages compared to CT and MRI. The  
signal-to-noise ratio may be low in some cases and 
although there is a continuous increase in image 
quality, the specular nature of the modality causes 
shadowing, multiple re�ection artefacts, and variable 
contrast. The quality of the images may also be  
somewhat operator-dependent. However, the intro-
duction of navigation technology in combination with 
2D and 3D ultrasound imaging can solve the orienta-
tion problem and provide a helpful addition for  
interpretation of LUS.

Tracking technology for laparoscopic ultrasound

To achieve navigation with 2D and 3D ultrasound 
images and freehand 3D ultrasound acquisition based 
on 2D imaging probes, tracking technology is  
necessary. There are four common technologies for 
tracking medical instruments: Electromagnetic (EM), 
optical, mechanical arm and acoustic, which are 
described in detail by Cinquin et al. (9). A tracking 
system determines the position and orientation of a 
sensor attached to the instrument. A calibration  
procedure determines the position and orientation of 
the tip of the instrument in relation to the attached 
sensor. The different tracking methods have different 

advantages and drawbacks. Optical and EM systems 
are the most commonly used systems for tracking 
instruments in medicine, and both systems have their 
strengths and limitations (Table I). Optical systems 
may have satisfactory accuracy, but require a clear line 
of sight between the sensors/markers and the cameras. 
This is challenging to achieve as the operating rooms 
are generally cluttered and the freedom of movement 
is limited. Magnetic systems are unaffected by sensor 
occlusion, but distortions may occur due to metallic 
objects in the working space that induce perturbations 
of the magnetic �eld. In minimally invasive surgery, 
independence from line of sight is important in order 
to facilitate the tracking of instruments such as �exible 
video laparoscopes and endovascular catheters.  
Table I gives an overview of the accuracy of tracking 
systems reported by the manufacturers, but EM 
trackers have a non-uniform error distribution over 
the measurement volume and such simple statistics 
may not be enough to determine the best tracking 
system for a given application (10). Several groups 
have performed static and dynamic accuracy evalua-
tions of different EM and optical trackers (10–15), 
which provide useful data for accuracy comparisons. 
In addition, using EM trackers in the OR introduces 
several distortion sources, and the impact may vary 
between the different trackers. A number of papers 
deal with distortions to the EM tracking systems 
from metals (14,16–18), surgical instruments (18–20), 
ultrasound probes (18–22), OR tables (13,16,21) 
and OR environments (23). In summary these  
papers also show that the EM trackers’ robustness 
regarding distortion sources has improved over  
the last years.

Navigated LUS

There are basically four ways to achieve 2D and 3D 
navigated LUS using conventional 2D ultrasound 
probes and tracking systems:

Optical tracking on the shaft of rigid ultrasound 
probes, either with front view or side view  
(Figure 1A–C).
EM tracking at the tip of �exible LUS probes 
(Figure 1D).
Optical tracking on the shaft of a �exible LUS 
probe that is �xed in one de�ned �ex position.
Optical tracking of a rigid 3D LUS probe.

It is theoretically possible to track a �exible probe 
using optical tracking on the shaft, but the probe 
must then be calibrated in each speci�c �exed  
position. Calibration in this case is the transforma-
tion determining the image position and orientation 
in relation to the sensor on the shaft.
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With a 3D probe, tracking allows us to know the 
position of an entire real-time ultrasound volume in 
relation to tracked instruments and also to registered 
preoperative images from CT or MRI. Such 3D 
probes for LUS are not readily available, but are 
 currently being developed (24).

A few groups have already tested integration  
of tracking technology and LUS probes. Wilhelm  
and coworkers (25) integrated Flock of Birds  
(Acension Technology, USA) with a linear array  

LUS probe (Siemens, Germany). They found that 
navigated LUS was superior to both transcutaneous 
3D ultrasound and 2D LUS. Harms and coworkers 
(26) used similar technology and found that 3D  
LUS with a navigated probe is technically feasible, 
particularly for the perception of complex liver 
pathologies. Ellsmere and his group (27) also used  
the miniBIRD (Acension Technology, USA) but  
with another laparoscopic ultrasound probe (BK 
Medical, USA). They focused on providing visual 

Table I. Position accuracy of electromagnetic and optical tracking systems for medical applications as reported by the manufacturers.  
Caution must be taken when comparing the accuracy of the different models because the given statistics are often not equivalent

Manufacturer Model Accuracy

Northern Digital Inc.  
http://www.ndigital.com

Polaris Spectra (passive,  
active wireless, optical)

Position: 0.25 mm RMS  within 95-240 cm range, 0.30 mm RMS for 
extended volume (95–300 cm) 
Update rate: max 60 Hz

Polaris Vicra (passive, active  
wireless, optical)

Position: 0.25 mm RMS, 56–134 cm range 
Update rate: max 20 Hz

Optotrak Certus (optical) Position: 0.1 mm RMS at 2.25 m, 3D resolution at 2.25 m distance: 0.15 mm 
Update rate: max 4600 Hz

Aurora 5 DoF  sensors (EM) 
Sensor: small as 0.55 8 mm

Position: 0.7–1.3 mm RMS within 50 cm distance from �eld generator 
Update rate: max 40 Hz

Aurora 6 DoF sensors (EM) 
Sensor: 1.8 mm  9 mm

Position: 0.9–1.6 mm RMS, within 50 cm distance from �eld generator 
Update rate: max 40 Hz

atracsys  
http://atracsys.com/

accuTrack (passive, active  
wired/wireless, optical)

Position: 0.1 mm RMS up to 1 m, 0.2 mm RMS up to 2.5 m, 0.25 
mm RMS up to 3 m 
Update rate: max 4000 Hz

easyTrack500 (active, wired,  
optical)

Position: 0.2 mm RMS within 1 m, 0.3 mm RMS within 1.5 m 
Acquisition speed: 300 LED/s

in�niTrack (passive, active,  
optical)

Working volume and calibration accuracy can be de�ned by user 
Update rate: max 30 Hz

Claron Technology  
http:// 
www.clarontech.com

MicronTracker 2 (passive,  
wireless, optical)

S60 model: 0.25 mm RMS within 115 70 55 cm, 30 Hz update rate 
H40 model: 0.20 mm RMS within 120 120 90 cm, 15 Hz update rate 
H60 model: 0.35 mm RMS within 200 130  100 cm, 15 Hz update rate

Polhemus  
http:// 
www.polhemus.com

Fastrack (EM) 6DoF Position: 0.762 mm RMS (static x, y, z positions accuracy) within  
1.5 m range 
Update rate: max 120 Hz

Ascension Technology  
http://www.ascension-tech. 
com

Flock of Birds / Class B Flock  
6 DoF (EM)

Position: 1.8 mm RMS (static) within 1.2 m 
 
Update rate: max 144 Hz

miniBIRD, 6 DoF (EM) Position: 1.8 mm RMS (static) within 46 cm (model 500), within 76 cm 
(model 800) 
Update rate: max 120 Hz

pciBIRD, 6 DoF (EM) 25 mm Sensor: 1.0 mm RMS within 76 cm range 
8 mm Sensor: 1.4 mm RMS 
Update rate: max 105 Hz

microBIRD 6 DoF (EM) 
3D Guidance system (EM)

Position: 1.4 mm RMS (static) within 58 cm range for both 1.8 mm sensors 
and 1.3 mm sensors 
Update rate: max 375 Hz

 RMS signi�es Root Mean Square value.  DoF: Degrees of Freedom.
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Figure 1. Con�gurations of LUS probes. (A) End viewing mechanical sector. (B) Side viewing mechanical sector. (C) Rigid side viewing 
linear array. (D) Flexible linear array.

orientation information to the operator and found 
that this signi�cantly improved the surgeon’s ability 
to interpret LUS images. Another group (28,29) 
used the US-Guide 2000® (Ultra-Guide, Tirat  
Hacarmel, Israel), an independent navigation system 
compatible with all ultrasound machines, and a similar 
setup as Ellsmere and his group to transfer navigated 
parenchyma dissection from open surgery to the lap-
aroscopic technique. They found that this solution 
might be feasible for achieving increased precision in 
laparoscopic liver dissection. However, they used an 
8  8  6 mm sensor and, therefore, could not adapt 
this properly to the laparoscopic technique.

We present a navigation system capable of using both 
electro-magnetic (EM) and optical tracking with any 
kind of ultrasound system. The system is designed for 
navigation in laparoscopic surgery and other minimally 
invasive therapy applications. We demonstrate, using 
a phantom model and a liver model setup, how new 
visualization methods applied to 2D and 3D preopera-
tive images and intraoperative ultrasound technology 
can be used to improve laparoscopic surgery. We also 
evaluated the accuracy of EM tracking in a realistic 
laparoscopic environment and compared it to an ideal 
laboratory setup. The 3D reconstruction accuracy for 
freehand 3D ultrasound scanning using the LUS probe 
was investigated using a 3D ultrasound phantom.

Material and methods

Navigation system

In the present study, we used our developed prototype 
navigation platform for research and development in 

navigated laparoscopic surgery (Figure 2A, SINTEF, 
Norway) (30). It consists of an optical position tracker 
(Polaris Spectra, Northern Digital Inc. (NDI), Can-
ada), a desktop computer (Macintosh, Apple, USA), 
navigation pointers (Figure 2B), snap-on tracking 
devices for various laparoscopic instruments such as 
graspers (Figure 2C–D), a patient reference tracking 
frame, and our own developed software for process-
ing of medical data, visualization, and navigation. 
The optical position tracking devices attached to the 
surgical instruments consist of three to four re�ecting 
spheres. For the devices with four spheres, one can 
be elevated from the plane of the other three for  
optimal tracking conditions at oblique angles between 
the tracking cameras and the tracking frame.

EM tracking of the LUS probe

EM tracking was integrated with our navigation system. 
The EM tracker (Aurora, NDI, Canada) used in  
this project is shown in Figure 3. EM sensors were 
integrated into the tip of a �exible laparoscopic ultra-
sound probe (6 MHz prototype Tetrad, USA) used 
on a System FiVe ultrasound scanner (GE Vingmed 
Ultrasound, Norway) for one of the experiments.  
An ultrasound probe calibration procedure was per-
formed using an in-house developed 2D alignment 
method and a phantom (31). This method establishes 
the transformation between the sensor attached to 
the ultrasound probe and the coordinate system of 
the 2D ultrasound image. The calibration enables  
us to track the real-time 2D image in space, and to 
perform 3D freehand ultrasound acquisitions. To 
obtain tracking of all six degrees of freedom (DoF), 
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we used two 5 DoF sensors at approximately  
90  angle to each other at each side of the tip of the 
probe (Figure 3). Having the EM sensors attached 
to the tip of the ultrasound probe makes it possible 
to obtain image positions when the probe was �exed 
at the tip. The LUS probe can be �exed stepwise as 
much as 90  in two directions.

Figure 2. (A) The prototype surgical navigation system developed by our group is shown in the OR. The optical tracking cameras  
(Polaris Spectra, NDI, Canada) can be seen attached to the arm. (B) Laparoscopic navigation pointer. (C) Tracking on the video  
laparoscope. (D) Tracking on the laparoscopic grasper.

Figure 3. The LUS probe and EM tracking transmitter (Aurora, 
NDI Inc., Canada). One 5 DoF sensor (1.8 by 9 mm) is also 
shown. Two such sensors are integrated at the tip of the LUS 
probe, positioned at approximately 90  relative to each other to 
achieve proper 6 DOF tracking.

Ultrasound video image acquisition and 3D  
reconstruction

Ultrasound was imported in our navigation system (30) 
as 2D ultrasound video images (32) and the corre-
sponding position and orientation of each image were 
stored. Using the ultrasound probe calibration infor-
mation 2D images were reconstructed to a 3D vol-
ume. The 2D images may be reconstructed into 3D in 
several different ways (33). For rapid visualization, a 
reconstruction algorithm that adds each pixel in the 
input 2D images directly into the resulting 3D vol-
ume was used. This method is called Pixel Nearest 
Neighbor (33–36). In our system, visualization of 
preoperative data and intraoperative ultrasound data 
was performed in various ways (30).

Experiment 1 – EM tracking accuracy

Certain metallic objects inside the EM tracker �eld 
may in�uence the accuracy of EM tracking systems.
To determine how much impact this will have in the 
practical operation situation, we performed both lab 
tests and tests in the operating room (OR). The OR 
setup study was performed both with and without 
instruments in the EM �eld (Figure 4). The instruments 
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Figure 4. (A) The photo shows the setup during accuracy testing of the Aurora tracking in the operation room on a surgical table. The 
instruments were activated inside the tracking �eld during sampling of position data. The hemispheric sampling phantom and the Aurora 
transmitter (both NDI, Canada) can be seen. (B) The movement of the sensor from one position to the next was performed. (C)–(D)  
Approximate positions of the Aurora hemispheric sampling phantom used in the accuracy tests. The axes are in mm. (C) Laboratory  
positions. (D) Operating room positions.

used inside the tracking �eld in this experiment were: 
The laparoscopic ultrasound probe (scanning activated), 
a video laparoscope (switched on), and a monopolar 
cutter and coagulator (SurgMaster, Olympus Inc.) 
(Figure 4A). Cutting was performed during sampling 
of positions. The tests were performed with the Aurora 
tracking system (Figure 3, version FPG 1.1 08-16-2005, 
Firmware Rev 005.100, NDI, Canada). We used a 
hemispherical phantom containing 50 radially 

directed holes situated randomly about the surface 
(Figure 4A–B) (10). This allowed us to collect  
position and orientation data from the holes using a 
6 DoF sensor plug (Figure 4B) that was moved from 
one position to the next. This procedure gave data 
with a uniform distribution in both rotational and 
translational space in relation to a reference sensor 
that was permanently attached to the hemisphere. 
The randomization of the holes prevented to some 
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extent the arti�cial systematic corrections that may 
occur with regular grids. The accuracy was determined 
from the Root Mean Square (RMS) value of the  
difference between the physical reference hole positions 
and the measured hole positions for each of the  
50 holes. The angular accuracy was found by calcu-
lating the screw angle between the reference and the 
measured orientations. The phantom positions in the 
laboratory and the OR can be seen in Figure 4C–D. 
In the OR, the positions of the accuracy phantom 
were measured on the OR table (Maquet Alphastar, 
Getinge, Sweden), as this were the most important 
working positions.

Experiment 2: Accuracy of EM tracked LUS

To assess the accuracy of the reconstructed 3D  
ultrasound data using the EM tracked LUS probe we 
used an ultrasound phantom. The phantom contains 
two egg-shaped volumes of speci�ed sizes with  
hyper-echoic surroundings and hypo-echoic interiors 
(Figure 5a–b, model 055, CIRS, USA). 3D freehand 
translation- and tilt acquisitions were performed on 
this phantom. Each translation data acquisition  
was performed by moving the probe parallel to the 
surface for �ve seconds, covering an approximate  
distance of 8 cm. During the tilt data acquisitions, 
the probe was moved approximately six seconds,  
covering a total angle of approximately 70 . The  
egg-shaped structures were segmented from the  
3D volume using a 3D region growing method  
available in OsiriX (37), an open source radiological 
DICOM image processing software for Mac OSX 
(The software and source code is available from 
http://www.osirix-viewer.com). To give the segmenta-
tion algorithm smoother volumes to process, the  
3D ultrasound was reconstructed by adding each 
input pixel to a result volume with a 3D ellipsoid 
truncated Gaussian weighted kernel (33,38). The 

Figure 5. Ultrasound calibration evaluation phantom. (a) Phantom 
with ultrasound scanning window on top. (b) Speci�cation of the 
phantom structures in one plane.

Figure 6. The multimodal abdominal phantom (CIRS Inc., 
USA), with �ducial markers, used in this experiment.

volume of the egg-shaped structure was then calculated 
and compared with the phantom speci�cations.

Experiment 3 – Multivolume visualization

The phantom used in this experiment was a multi-
modality (ultrasound, MR, CT compatible) inter-
ventional 3D abdominal phantom (Figure 6, CIRS 
Inc., USA). The laparoscopic ultrasound probe,  
with integrated EM tracking, was moved in a  
translational or tilt movement across the surface of 
the phantom to acquire a 3D ultrasound volume. We 
also scanned the abdominal multimodal phantom 
with CT. Both ultrasound and CT data were recon-
structed into 3D volumes. Skin �ducials, donut-shaped 
markers (15 mm diameter, 3 mm thick, 4 mm hole) 
�lled with CT contrast �uid, were glued to the  
phantom prior to scanning. These markers were used 
to register the 3D CT data to the physical phantom. 
No registration was needed for the 3D ultrasound 
data because the data was acquired in the same  
coordinate system as it was displayed. 3D ultrasound 
was displayed together with the 3D CT data. Various 
display modalities such as slicing, orthogonal slicing 
and volume rendering were tested in order to  
achieve experience on how intraoperative 2D and 3D 
ultrasound could be used in navigated laparoscopic 
surgery. In addition we have developed a novel  
multivolume display module with opacity and  
color transfer functions. Real-time multivolume 3D 
rendering was performed using the Graphical  
Processing Unit (GPU), and was implemented as  
2D texture rendering of the volumes. For correct 
multivolume display, sorting of all 2D textures was 
performed. Both the texture sorting and the utiliza-
tion of the opacity and color transfer function were 
performed on the GPU.
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Experiment 4: Liver model with optically tracked LUS

A model to illustrate the use of ultrasound-based 
navigation for targeting a tumor-mimicking structure 
was created. The model was designed using a pulsating 
organ perfusion trainer (POP trainer, OPTIMIST, 
Austria) and a calf liver with a foam sphere (Oasis®) 
inserted between two of the liver lobes. The sphere 
Oasis® was soaked in CT contrast �uid before it was 
placed inside the liver. The entire model was then 
scanned with DynaCT (Siemens, Germany). Since CT 
imaging did not include the entire POP trainer, �ducial 
markers were placed directly on the liver for registration 
purposes. For visualization purposes, an additional 
CT scan without �ducial markers was also acquired 
without any movement of the liver between the two 
scans. The model was moved from the angiography 
lab with the C-arm into the laparoscopic OR to perform 
the navigation experiment. On the OR table, a pointer 
was used to mark the �ducials on the liver in physical 
space (Figure 7A). These positions were matched to 
the corresponding image positions to obtain an image-
to-model registration of the CT data (Figure 7B–C). 
After the registration we changed to the CT image 
without the �ducial markers for a better visualization.

The optical positioning sensor was attached on the 
shaft of the laparoscopic ultrasound probe. The probe 
was �xed in one side looker position (Figure 1C) 
using heat-shrinkable tubing. The probe was calibrated 
so that the position of the ultrasound image could  
be measured using the positions of the optical  
position sensor on the shaft. This was done to allow 
optical tracking of all instruments; laparoscopic 
pointer, grasper, ultrasound probe, radio frequency 
ablation (RFA) probe, and video laparoscope.  
The liver was then scanned with the laparoscopic 
ultrasound probe and the 3D ultrasound volume  
was reconstructed. The 3D CT data was visualized 
together with real-time 2D ultrasound and recon-
structed 3D ultrasound volumes in a 3D scene. A 
laparoscopic grasper and the radio frequency abla-
tion probe were tracked and used to steer the display 
of data during the model experiment. The tracking 
of the ultrasound probe also allowed the use of the 
ultrasound probe to steer the display. Figure 8A–B 
shows the experimental setup during CT scanning of 
the phantom and during demonstration of navigated 
LUS. The �ow of data is illustrated in Figure 8C.

Results

Experiment 1: EM tracking accuracy

The results of the measurements from the laboratory 
and from the OR are presented in Tables II and III. 

Figure 7. The registration of CT images (volume) to the model 
in the laparoscopic OR. (A) Navigation display with pointer  
visible. (B) Picture of the registration process. (C) Registration 
with a tracked pointer and image �ducials marked with green  
to aid physical space pinpointing of �ducials. The accuracy is  
calculated as a mean error difference based on the image points 
and the corresponding physical points.

The numbers presented in the Tables are RMS and 
max error values calculated after registration as 
described in the Material and methods section.

It can be seen that the error is larger overall on  
the OR table than in the laboratory setup. The  
measurements also indicate that the surgical  
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instruments do not in�uence the error signi�cantly 
in the OR, when the signals are already distorted by the 
OR setup. Sources of disturbance are most likely the OR 
table, monitors, and power sources near the EM �eld.

The RMS distance error in the center of the mea-
surement volume of the tracking system increased from 
0.3 mm in the laboratory setup to 2.3 mm in the OR 

setup, and the accuracy near the edges of the measure-
ment volume decreased much faster in the OR setup.

Experiment 2: Accuracy of EM tracked LUS

The �exible probe tracked with EM sensors seems 
to be accurate for this setup with respect to freehand 

Figure 8. (A) Image shows the DynaCT scan of the phantom prior to the navigation setup. (B) Navigation setup with tracked tools  
and visualization screens in front of the operators. The tracked tools are: Laparoscopic ultrasound probe (LUS), grasper (Gr), phantom  
reference frame (Ref), and video laparoscope (Sc). The LUS and grasper tool can be seen in both the laparoscope video view and the  
navigation display. (C) The diagram shows an overview of the model setup and the �ow of the most important data.

Table II. Laboratory setup with no distortion sources: RMS error values and maximum error values for both distance and angle. The  
positions of the different trials are indicated in Figure 4C.

Figure 4C 
position

RMS distance  
error (mm)

Max distance  
error (mm)

RMS angular  
error (deg)

Max angular  
error (deg)

Comment on position  
(as seen towards the transmitter)

1 0.28 0.72 0.72 1.33 Middle of measurement volume

2 0.83 2.51 0.77 1.40 Lower quadrant, far right

3 1.35 4.63 0.74 1.41 Lower quadrant, far left

4 0.36 0.92 0.65 1.56 Lower quadrant, close to transmitter, left side

5 0.38 0.91 0.73 1.81 Lower quadrant, close to transmitter, right side

6 0.65 1.60 0.69 1.28 Upper quadrant, far right

7 0.73 1.94 0.72 1.24 Upper quadrant, far left

8 0.33 0.59 0.70 1.49 Upper quadrant, close to transmitter, left side

9 0.40 1.00 0.64 1.21 Upper quadrant, close to transmitter, right side

Mean value 
 STD

0.56
0.35

1.65
1.28

0.71
0.04

1.41
0.19
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Table III. Laparoscopic operating room setup: RMS error values and maximum error values for both distance and angle. The positions of 
the different trials are indicated in Figure 4D.

 
Figure 4 
Dposition

RMS  
distance  

error (mm)

Max  
distance  

error (mm)

RMS  
angular  

error (deg)

Max  
angular  

error (deg)

 
Comment on position (as seen towards the 

transmitter) and surgical instruments

1 2.30 5.14 1.60 3.48 Middle of measurement volume with no surgical tools

2 2.29 5.04 1.60 3.17 Middle of measurement volume, with surgical tools 
inside measurement volume

3 1.78 4.14 1.18 2.36 Between center of measurement volume and limit of 
volume, with surgical tools

4 9.65 26.86 26.09 177.57 Edge of volume, with no surgical tools

5 7.09 14.53 3.79 6.44 Edge of volume, with no surgical tools

Mean value 
± STD

4.62
± 3.55

11.14
± 9.76

6.85
± 10.80

38.61
± 77.70

3D ultrasound acquisition. The 3D accuracy  
phantom calculations are summarized in Table IV.

It can be seen from the table that two of the tilt 
acquisitions resulted in a lower volume than the true 
volume, while all the translation scans yielded slightly 
higher values for the volume compared to the  
phantom vendor values. The average value for the  
tilt scans differs by only 1.6% from the speci�cation 
of the phantom; while the average value from the 
translation scans differs by 3.6%.

Experiment 3: Multivolume visualization

Ultrasound was visualized on the navigation monitor 
in combination with CT data as shown in Figure 9. 
We experienced that displaying ultrasound together 
with CT data made it easier to obtain an overview, 
understand orientation, and interpret the 3D ultrasound 
data. We displayed a real-time 2D ultrasound image 
that was correctly oriented inside the volume rendering 
of the CT image (Figure 9A). Such a view made it 

Table IV. 3D ultrasound volume calculations compared to the 
phantom speci�cations.

Acquisition Volume v (cm3)

Translation 1 6.91

Translation 2 6.96

Translation 3 6.97

Tilt 1 6.80

Tilt 2 6.42

Tilt 3 6.57

Mean translation value  STD 6.94 0.03

Mean tilt value  STD 6.60 0.19

Total mean value  STD 6.77 0.23

Phantom egg volume speci�cation 6.70

easier to interpret the real-time 2D ultrasound image 
and could provide the surgeon with an indication of 
any anatomical shift that possibly occurred since the 
preoperative data acquisition and registration. A pos-
sible shift is also easy to detect in the view shown in 
Figure 9B. This is an anyplane view, i.e. the planes 
are the real-time 2D ultrasound image and the cor-
responding 2D slice from the 3D CT volume, picked 
by the position and orientation of the LUS probe. 
The multivolume display is a novel approach to visu-
alize several volumes from different modalities in one 
display window. It is necessary to consider the color 
tables and transfer function settings (threshold) care-
fully to obtain a proper visualization where the vol-
umes overlap, as shown in Figure 9C. Further dem-
onstrations of multivolume visualization are shown in 
Experiment 4 for the liver model setup.

Anyplane view from a 3D ultrasound volume allows 
the user to view planes not obtainable (reachable) by 
scanning, i.e. it is not possible to physically position 
the probe to obtain certain 2D image planes. An 
example of three orthogonal planes from the 3D LUS 
scan of the phantom is shown in Figure 9D–F.

Experiment 4: Liver model with optically tracked LUS

The registration error from the model setup was  
0.7 mm. This is much less than movements caused 
by scanning with the LUS probe and movements 
from active use of the grasper and RFA probe during 
the experiment. These movements could be directly 
observed in the real-time ultrasound image during 
use of the instruments. Nevertheless, we assume that 
similar registration accuracy could have been achieved 
with the �ducials on the outside of the POP trainer.

The LUS probe and grasper tool can be seen in 
both the laparoscope video view and the navigation 
display in the experimental setup (Figure 10). Both 
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were shown in the same view direction as in physical 
space seen from the operator of the video laparoscope. 
This was obtained by setting the view direction with 
the direction-of-view of the tracked video laparoscope, 
including the 30  angle at the tip. To the operator 
holding the camera, this view is natural and corre-
sponds well with physical space. The scene view  
setting could also be changed successfully by manual 
rotation and zooming of the navigation display.  
Figure 10 shows various visualizations from the 
model tumor setup; combining navigated 2D ultra-
sound with registered preoperative CT images and 
tool tracking with navigation.

We found that the navigation display allowed easier 
targeting of surgical tools to speci�c positions, such 
as the positioning of the RFA probe into the center 
of the Oasis® foam tumor model. The ultrasound 
provided a real-time image allowing detection of 
shifts in the CT data such that the RFA probe could 
be correctly positioned. The CT data and the seg-
mented tumor (red in Figure 11) were used as spatial 
cues and overview during guiding. The experiment 
also showed that it was possible to navigate the RFA 
probe into the tumor model in the liver by using only 
the 2D/3D ultrasound without the preoperative data 

available. In addition, the combination of 2D/3D 
ultrasound and an endoscope allowed us to display 
updated intra-operative imaging of structures hidden 
by organs in the endoscopic view. Further, the ability 
to change view direction makes it more ef�cient to 
target the tumor and set the direction for a surgical 
tool prior to insertion. This is shown in Figure 11A–B, 
where the scene is set approximately from the  
shaft of the active tool (RFA probe).

After the RFA probe was inserted into the tumor, 
real-time 2D ultrasound images were successfully used 
to verify the position. CT slices provided an overview 
of the situation, while the combination of a semi-
transparent segmented tumor together with real-time 
navigated ultrasound images presented the user with 
suf�cient information to ensure proper placement of 
the RFA needle. Together with the veri�cation of this 
procedure, this allowed the user to document the 
actual location of the RFA probe just prior to ablation.

Using multivolume visualization, i.e. rendering 
both the 3D ultrasound and 3D CT volumes simul-
taneously (Figure 12A–B), we were able to show the 
offset or anatomic shift in two directions directly in 
the navigation display (Figure 12B). In addition,  
Figure 12B demonstrates cut-plane functionality, 

Figure 9. (A) 2D real-time ultrasound image, acquired from the tracked LUS probe, inside a 3D volume rendering of a CT volume of an 
abdominal phantom. (B) 2D real-time ultrasound image superimposed on a corresponding anyplane, i.e. reformatted, from the CT volume. 
(C) Multivolume display with 3D ultrasound in grey scale and 3D CT in color. A low level threshold has been applied to the volumes. The 
solid bars holding the phantom together and the �ducials attached to the phantom can be seen. (D)–(F) Orthogonal slices from the 3D LUS 
scan, reconstructed with a 3D ellipsoid truncated Gaussian weighted kernel. The image in (F) is not possible to obtain by scanning only with 
a real-time 2D LUS probe.
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Figure 10. Corresponding images of the surgeon’s view, laparoscopic video image, and navigation scene display. The segmented tumor 
from CT can be seen in red color. The navigation display may be oriented as needed for optimal visualization and is not restricted by the 
orientation of the endoscopy camera.

which proved to be useful in visualization of multi-
volume data. With this functionality, a part of  
the volume was cut away, determined by the view 
direction and an offset value or by the real-time ultra-
sound image plane (LUS probe cut-plane). By adjusting 
the offset, it was possible to interactively cut away 
portions of the volumes between the observer and  
the cut-plane to allow for easy inspection and  
comparison of preoperative and intraoperative data 
during the procedure. The LUS probe pressure on 
the liver (Figure 12C) shifted the liver lobe  
and caused an anatomical shift in the tumor model 
position seen in Figure 12B. This may also be the 
case in a true clinical situation.

Discussion and further developments

In the present study we have demonstrated solutions 
for how 2D and 3D ultrasound can be integrated 
with navigation technologies to improve laparoscopic 
surgery. Combined LUS imaging and navigation 
enhanced the interpretation of ultrasound by improving 
orientation and image display user friendliness.  

Ultrasound without navigation is becoming standard 
in laparoscopic surgery for the liver (39–41). The rea-
sons are numerous. The probes are small and can be 
manipulated with great �exibility, allowing real-time 
images at user-controlled orientations and positions, 
depending only on the speci�c probe con�guration 
(see Figure 1). The ultrasound systems are inexpen-
sive, compact, mobile, and have no requirements for 
special facilities for use in the OR. Ultrasound image 
quality has also improved in recent years and has  
in some applications shown to be comparable even 
to MR (42). In addition, introduction of ultrasound 
contrast agents and new processing techniques will 
add new possibilities due to improved image quality 
and structure detection. The real-time imaging  
capabilities of ultrasound to a large extent outweigh 
the de�ciencies and ultrasound has therefore been 
used for years to guide interventions in breast (43,44), 
prostate (45,46), liver (47,48), and brain (49–51).

Navigated laparoscopic ultrasound

Integration of ultrasound with navigation technology 
has been shown to solve the orientation problems and 
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makes it possible to show real-time 2D ultrasound 
images in their correct orientation relative to the 
patient and to the MR/CT data and the surgeon’s 
view (42,52–54). The orientation problem is even 
more challenging in laparoscopic surgery if the video 

laparoscope provides an image from a different angle 
than the ultrasound probe, neither of them necessarily 
viewing the patient at the same angle as the operator. 
Using navigation technology as demonstrated in  
the present study makes it possible to display the 

Figure 11. Navigation view set from the shaft of the RFA probe (RFA) for easier targeting of the tumor (red). The RFA probe (RFA) and 
the laparoscopic ultrasound probe (LUS) are indicated in the �gure. The axial, sagittal, and coronal views also help to show more details on 
the direction of insertion, while the 3D visualization give a total overview. (A) Situation prior to insertion into the tumor. The RFA probe 
tip (yellow ball) can be seen outside the tumor, and the RFA probe is pointing in approximately the correct direction. (B) The RFA probe 
tip is now inside the tumor.

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
A
B
M
 
U
t
v
i
k
l
i
n
g
 
S
T
M
 
/
 
S
S
H
 
p
a
c
k
a
g
e
s
]
 
A
t
:
 
1
1
:
4
0
 
2
6
 
J
a
n
u
a
r
y
 
2
0
0
9



 Navigated ultrasound in laparoscopic surgery 49

Figure 12. Multivolume visualizations of the 3D LUS and 3D  
DynaCT acquisition for the liver model setup. These images 
were created after the registration procedure was performed 
(Figure 7). (A) Visualization with semi-transparency of the CT 
data allows seeing the ultrasound volume orientation inside the 
CT volume. The dark red parts are parts of the POP Trainer box 
in the CT data. (B) A threshold (dynamic transfer function) has 
been applied in this cut-plane visualization through the middle of 
the model tumor in the liver. (C) The endoscopic view of the 3D 
LUS scan of the tumor model. The LUS probe pressure results in 
an anatomic shift as seen in (B).

ultrasound data from various directions indepen-
dently of the ultrasound acquisition direction, which 
may be important for interpretation of essential 
structures and lesions. In addition, 3D ultrasound 
integrated with preoperative CT improved the orien-
tation problem and understanding of the LUS images 
in correspondence with surrounding anatomy. We 
also experienced that image fusion techniques fur-
ther made it easier to perceive the integration of two 
or more volumes in the same display (monitor) than 
mentally fusing the same volumes presented in their 
own separate displays. Both a non-linear opacity and 
a non-linear color transfer function were applied to 
the CT volume to enhance the visualization of the 
liver in a phantom and to better display the ultra-
sound volume. Ideally, relevant information should 
not only include anatomical structures for reference 
and pathological structures to be targeted (CT/MRI 
and US tissue), but also important structures to be 
avoided, like blood vessels (CT/MR contrast, ultra-
sound Doppler). We believe that this feature will be 
important when visualizing intraoperative ultrasound 
data together with preoperative CT data from a 
patient during surgery. The ultrasound data will  
show updated information that the surgeon relies on 
during surgery, while the advantages from CT, such 
as better overview and understanding of the anatomy 
and pathology, are displayed. Nevertheless, this type 
of multivolume visualization demands fast rendering 
algorithms, e.g. using graphics processing unit (GPU) 
hardware as demonstrated here. Such methods  
are becoming more available as GPU application  
interfaces are being developed and tested on various 
brands of GPU and platforms.

A laparoscopic surgeon performs the operation 
based on the endoscope view. This camera image 
must be related to all other radiological images during 
surgery. A technique that might become popular is 
“virtual endoscopy” 55 or image-enhanced endoscopy. 
This approach uses computer graphics to simulate 
the view seen by a navigated endoscope inside a body 
cavity, based on a representation of the cavity rendered 
from navigated preoperative MRI, CT or intraoperative 
ultrasound images. We believe that merging the  
endoscope image seen in minimally invasive surgery 
with the corresponding computer-generated surface 
from preoperative and intraoperative images might 
be a useful feature during minimally invasive therapy 
(30). Such a view may help the surgeons to quickly 
interpret important information beyond the surface 
of the organs seen in the conventional video laparo-
scope, without having to look at different displays.

Another challenge using navigation based on 
images in laparoscopic surgery is shifting anatomy. 
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The most important approach to solve the problem of 
shifting anatomy due to surgical manipulations is 
direct navigated surgery based on intraoperative ultra-
sound imaging, which is becoming routine in some 
neurosurgical departments (42,49,56). Another approach 
is also to correct preoperative data by using intraop-
erative ultrasound by shifting (57) or morphing (58) 
of preoperative images. In laparo scopy, we have expe-
rienced that as long as the lesion is located in the 
retroperitoneum, most changes in anatomy in this 
area probably are small and may be compensated for 
by using 3D ultrasound to acquire updated images.

Accuracy of navigated laparoscopic ultrasound

In the present study we have demonstrated the use 
of 3D ultrasound integrated with navigation technol-
ogy. However, the accuracy of navigation based on 
3D ultrasound is important if the technology should  
represent an improvement of instruments used in 
existing laparoscopic procedures. Many parameters 
may affect the accuracy of navigated laparoscopic 
ultrasound. Except for movement of organs, the most 
important factors in�uencing the accuracy may be 
the nature of the tracking system (electromagnetic or 
optical are the most common) and ultrasound probe 
calibration (31). As expected, our results showed that 
the error in position measurements with EM tracking 
in the operating room (OR) is generally higher than 
in the laboratory setup. This is probably due to the 
increased EM noise in the OR environment, particu-
larly the OR table itself. However, introducing  
laparoscopic instruments close to the position sensor 
did not seem to affect the accuracy signi�cantly. As 
expected, when the position sensors were moved 
toward the edges of the tracker volume, the accuracy 
seemed to drop faster in the OR setup compared to 
the laboratory setup. The reason for this is probably 
that an EM noisy environment will effectively reduce 
the optimal tracking volume. Hastenteufel et al. (22) 
have shown that 2D ultrasound probes do not affect 
EM tracking system accuracy signi�cantly compared 
to the more complex 3D ultrasound probes when 
using the Flock of Birds tracking system. However, 
they found that the 2D probes signi�cantly affected 
the Aurora tracking system accuracy. This is most 
likely due to the fact that Aurora is based on alternat-
ing current (AC) technology and Flock of Birds uses 
pulsed direct current (DC) technology, so they will 
have different advantages and drawbacks when used 
in various environments. Schicho et al. (20) also 
showed that a 2D ultrasound probe affects EM track-
ing accuracy in an ideal setup where the ultrasound 
probe is the only distortion factor. However, error 

values reported by the other groups are approxi-
mately what we found in the OR setup. Most prob-
ably, the error introduced by the 2D LUS probe did 
not add further distortion to the measurement than 
the contribution from the OR table and surrounding 
error sources in our setup. The largest distortion  
factor in our OR setup was probably the OR table, 
being quite close to the Aurora transmitter and sen-
sor. Our OR setup error values are of the same mag-
nitude as that published by other groups (13,17,23). 
We sampled position data with the LUS probe active 
and close to the accuracy phantom, but not  
completely comparable to the setup by Hastenteufel 
et al. (22). Although other equipment in the operating 
room may affect EM positioning systems, the accu-
racy of navigated 3D ultrasound using EM tracking 
seems suf�cient to be exploited further in laparos-
copy. The necessary accuracy may vary for different 
tasks, but the achieved accuracy seems to be within 
an acceptable range to be used for guidance of most 
laparoscopic procedures, given that the surgeon is 
made aware of the possible inaccuracy. However, in 
high precision tasks, a higher accuracy will be needed 
and only endoscopy and real-time 2D ultrasound 
may be accurate enough. Flexible instruments in 
general should be tracked by EM miniature sensors 
at the tip of the instruments and not on the shaft to 
fully take advantage of the �exibility of the instru-
ment. Another important factor affecting the accu-
racy in navigated LUS is probe calibration. Incorrect 
probe calibration implies that an image point will be 
displaced from its “true” position in the navigation 
system. If the probe is shifted/rotated, the same shift/
rotation occurs to the displacement. Probe calibration 
may be related to various error sources (59) and is 
perhaps the largest source of error in 3D freehand 
ultrasound acquisitions as shown previously (60). 
Additional sources of error that may explain the 
results found in Table IV are (60): Sensor attachment 
repeatability (only for optical system), position  
sensor tracking, synchronization between position 
data and ultrasound images, sound speed and thick-
ness of the ultrasound plane. In addition, the segmen-
tation method used in the OsiriX software is based 
on a semi-automatic algorithm where user-speci�ed 
values will affect the result. Contrast differences in 
the ultrasound scans make it hard to achieve equal 
segmentation results for all the acquisitions.

The delicacy, precision, and extent of the work the 
surgeon can perform based on image information rely 
on his/her con�dence in the overall clinical accuracy 
and the anatomical or pathological representation. 
The overall clinical accuracy in image-guided surgery 
is the difference between where a surgical tool is 
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located relative to some structure as indicated in the 
image information presented to the surgeon, and 
where the tool is actually located relative to the same 
structure in the patient. This accuracy is dif�cult to 
assess in a clinical setting, due to the lack of �xed 
and well-de�ned landmarks inside the patient that 
can be reached accurately by a pointer. Common 
practice is therefore to estimate the system’s overall 
accuracy in a controlled laboratory setting using  
precisely built phantoms. In order to conclude on the 
potential clinical accuracy, the differences between 
the clinical and the laboratory settings must be care-
fully examined. We have previously done this for 
ultrasound-based navigation in neurosurgery (60). It 
is crucial that the users of image-based navigation 
systems are aware of the potential error sources and 
limitations in accuracy, e.g. expected accuracy and 
maximum differences in real position of instrument 
tip versus navigation displayed position.

The safety of the navigation system is affected by 
several factors as mentioned. The user is presented 
by the registration accuracy prior to surgery, showing 
the match between preoperative images and the 
patient. This value will provide an indication of error 
when using the preoperative images for guidance. 
However, this error will most likely increase during 
surgery due to shifting anatomy. Using multimodal 
imaging to show possible anatomy shifts will help in 
this aspect. Also, the endoscopy camera together with 
real-time 2D ultrasound shows the true situation. At 
any time during surgery a real-time 2D ultrasound 
slice may be acquired and placed together with the 
existing data to verify the system accuracy. We believe 
that using intraoperative imaging thus increases the 
safety of minimal access procedures.

Conclusions

In this paper we have described a solution for  
integration of intraoperative laparoscopic ultrasound 
and navigation technology for guidance of laparo-
scopic procedures. Using phantoms and liver models, 
we found that electromagnetic tracking of the  
ultrasound probe made it possible to fully use the  
�ex functionality of the probe as well as to perform 
navigational guidance of laparoscopic procedures  
by 2D and 3D ultrasound within an acceptable  
range of accuracy in the operating room. Exploration 
of multivolume display of CT and 2D and 3D  
ultrasound in the navigation system made it easier  
to interpret ultrasound images and solved the  
orientation problem that sometimes may be severe 
during conventional laparoscopic ultrasound  
imaging. Future solutions may be to integrate  

the endoscope view with intraoperative ultrasound  
so that image-guided surgery on moving organs 
might be easier and safer than using existing  
technologies.
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ABSTRACT 

The image-guided surgery toolkit (IGSTK) is an open source C++ library that provides the basic components required 
for developing image-guided surgery applications. While the initial version of the toolkit has been released, some 
additional functionalities are required for certain applications. With increasing demand for real-time intraoperative image 
data in image-guided surgery systems, we are adding a video grabber component to IGSTK to access intraoperative 
imaging data such as video streams. Intraoperative data could be acquired from real-time imaging modalities such as 
ultrasound or endoscopic cameras. The acquired image could be displayed as a single slice in a 2D window or integrated 
in a 3D scene. For accurate display of the intraoperative image relative to the patient’s preoperative image, proper 
interaction and synchronization with IGSTK’s tracker and other components is necessary. Several issues must be 
considered during the design phase: 1) Functions of the video grabber component 2) Interaction of the video grabber 
component with existing and future IGSTK components; and 3) Layout of the state machine in the video grabber 
component. This paper describes the video grabber component design and presents example applications using the video 
grabber component. 

Keywords: image-guided surgery, intraoperative imaging, open source software, ultrasound, video import 
 

1. INTRODUCTION 
For the benefit of the patient, systems for image-guided minimal invasive surgery and therapy are increasingly being 
used to safely navigate surgical instruments inside the human body. For visual feedback to the clinician, a graphical 
representation of the surgical tool is overlaid medical images (CT, MR, ultrasound, etc.) in much the same way as 
modern GPS systems overlaying a vehicle location onto a road map. It is therefore paramount that the medical images 
show an accurate picture of the current patient anatomy. Ideally, this would be based on an intraoperative real-time 3D 
image map considering influences such as respiration, pulsation, and surgical manipulation, which change the shape or 
location of anatomical structures during the procedure. 
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The basic building blocks of a surgical navigation system are a computer, a tracking system, software, and optionally a 
medical imaging device that can generate real-time images. While tracking systems typically provide an application 
programming interface (API) for communication with the device, almost no real-time medical imaging devices offer 
something similar (i.e. an API for streaming the images from the device that generated them into the navigation 
computer). To provide the functionality needed for real-world clinical procedures the navigation software can become 
fairly complex. At the same time mission-critical applications like surgical navigation must be safe, robust, and accurate. 
Unfortunately, many resources within the IGS field are wasted in “reinventing the wheel” (e.g. code for interfacing with 
tracking hardware) instead of focusing on new research efforts. The open source image-guided surgery toolkit (IGSTK) 
attempts to address these issues by providing the basic functionalities needed for a navigation system. However, 
currently IGSTK does not have a component for streaming real-time image data into the system, and the paper presented 
describes an effort to add support for this feature. 

 

1.1 IGSTK overview 

IGSTK is an open source C++ library for building image-guided surgery applications [1][2][3][4]. The toolkit is 
developed with support from the National Institute of Biomedical Imaging and Bioengineering (NIBIB) at the National 
Institute of Health (NIH). Both industrial and academic partners have contributed to the development of the toolkit. The 
toolkit aims at providing basic components required to develop image-guided surgery applications. The initial version of 
the toolkit was released in February 2006 at the SPIE Medical Imaging conference at San Diego. Since then applications 
built using the toolkit have been demonstrated at various scientific conferences (SPIE 2006, 2007 and SMIT 2007). 
Furthermore, an FDA approved single center clinical trial for electromagnetically tracked lung biopsy application 
developed using IGSTK has begun at Georgetown University Medical Center. 

IGSTK follows a component-based architecture [1]. Each component has a well-defined set of behaviors governed by a 
state machine. Given that the implementation methods are correctly followed, the state machine will ensure that each 
component is always in a deterministic state and all state transitions are valid and meaningful. State machines were 
included as an integral part of the toolkit design with the purpose of producing a safe and reliable software library 
suitable for safety critical applications.  

Key components in IGSTK are views, spatial object representations, spatial objects, and a tracker component [1]. View 
objects render virtual representations of physical objects on the computer display. Spatial Object Representations are 
visual representations of Spatial Objects, which in turn are geometrical representations of physical objects in the surgical 
field. A pulse generator drives the update of the view, which sends requests to the tracker tool to get its latest spatial 
position (through the representation and spatial object). This ensures the accurate rendering of the surgical scene. Events 
are used for communications between different components. Response to a service request is usually in some form of 
event with or without data payload. 

 

1.2 Real-time image acquisition overview 

Previous versions of IGSTK only supported preoperative data. The new video grabber component will allow importing 
intraoperative video stream into IGSTK. To develop a video component, we chose to include support for analog video 
first, since there is no digital video standard that is supported across a broad range of medical devices. This video stream 
may consist of 2D ultrasound data or other video sources such as endoscopy video. Imported 2D ultrasound may be 
presented relative to other imaging modalities, such as preoperative CT or MR, or be processed further into 3D 
ultrasound [5]. The processing and presentation of the imported video is naturally dependent on the other IGSTK 
components. The video grabber component is one of several important steps towards making IGSTK a complete toolkit 
for image-guided surgery. 

The focus of the IGSTK video grabber component is the capture of an analog 2D real-time video stream, which is only 
one of many possible real-time imaging modalities. Figure 1 gives an overview of the IGSTK video grabber in relation to 
the other modalities. The digital branch will mostly consist of Software Development Kits (SDK) made for specific 
ultrasound scanners. These SDKs may provide either scan converted images or raw ultrasound data (radio frequency 
data). 
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Fig. 1. Real-time imaging overview 

 

2. VIDEO GRABBER COMPONENT 
Currently the video grabber component is being developed by SINTEF, a Norwegian research foundation, in cooperation 
with the IGSTK development team. The IGSTK development process is based on an agile methodology [1]. For this 
component, we first brainstormed a list of requirements and made an initial design document. These were posted on a 
Wiki page and discussed both on the Wiki page and at bi-weekly teleconferences. 

 

2.1 Requirements 

The new video grabber component is based on the following list of requirements: 

• Import real-time video without noticeable delay. 
• Synchronization with other IGSTK components. 
• Support cross platform development for portability  
• Ensure operability with hardware used by IGSTK partners. 
• Grab video stream and single image. 
• Handle multiple input streams.  
• Support different video input standards and output formats. 
• Support buffering of video streams for subsequent processing (ultrasound 3D reconstruction etc.) 

 
 
2.2 Design 

During the design phase, the interaction of the video grabber component with existing and future IGSTK components 
was streamlined (Figure 2). The next step was designing a framework for the component based on the IGSTK state 
machine [1]. Figure 3 shows an illustration of the video grabber the state machine. 
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Fig. 2. Interaction between the video grabber component and existing and future IGSTK components. Future components 

are shown with dashed lines. The 2D/3D visualization consists of several components, where some are implemented 
and some are pending. 

 

2.3 Implementation 

As illustrated in Figure 1, platform specific classes of the video grabber components have to be implemented. 
Implementation starts with laying out the state machine that governs the functions of the video grabber component. State 
machines can help ensure that components are always in a known configuration. State machines contain a set of states, 
state inputs, and state transitions. IGSTK provides an igstk::StateMachine class that offers a set of public methods for 
programming, executing, and querying state machine logic. Figures 3 show the state machine diagrams for the 
VideoGrabber class. The class contains the following major states: 

• Idle : Initial state. 
• GrabberReady : Grabber ready to use. 
• GrabberActive : Grabber activated. Allows RequestGrabOneFrame() calls. 
• Grabbing : Grabbing video either to buffer, texture or both. A separate thread handles the updates. 

 
In addition to these major states, transitional states exist that the grabber waits in until the requests are accomplished 
successfully.  For example, the grabber makes a transition to AttemptingToInitializeState when a RequestOpen() method 
is invoked. Instead of Set…() methods that set parameters directly, the video grabber has RequestSet…() methods with a 
corresponding AttemptingToSet…State that can verify that the input value of the parameter is valid. 
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Fig. 3. VideoGrabber state machine.  

 

2.4 Results 

A first version of the video grabber component was implemented using the QuickTime framework. This code is available 
as open source (a Berkley Software Distribution-like license) in the IGSTK sandbox along with an example application. 
The QuickTime code is based on a video grabber implementation from CustusX [6], a research and development 
platform for image-guided surgery. The first version of the IGSTK video grabber was only implemented for Macintosh 
OS X. 

 

2.5 Future work 

The current implementation of the video grabber uses a deprecated branch of the QuickTime framework in an attempt to 
provide functionality on both Windows and OS X. However this approach seems to produce some problems, as some of 
the deprecated code no longer functions correctly on the new Intel Macintosh computers, so a future version might have 
to use the newer OS X specific functions in Core Video and Core Image. A Windows implementation will probably have 
to rely on DirectX, while a Linux implementation may need to use Video4Linux.  

In order to be integrated into the main IGSTK branch the video grabber component should have various tests to ensure 
that the code performs as expected. The grabbed video may have a small delay, and this delay is not the same as the 
delay of the tracking system. In order to get the correct image at the correct position a temporal calibration [7] is needed 
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between the tracking and the grabbed video (as illustrated in figure 2). This is especially important for 3D ultrasound 
volume reconstructions [5]. 

 

3. EXAMPLE USE 
The video grabber component will allow access to real-time data in the operating room. This data could be combined 
with preoperative data such as CT and MR images. The first use of the video grabber component will be to import 2D 
ultrasound data into IGSTK. The ultrasound probe has to be calibrated first [7] to find the transfer function between the 
tracked frame attached to the probe and the ultrasound scan plane. During surgery, the preoperative data is first 
registered to the patient reference frame, and then the ultrasound is imported into the same coordinate system. The 
ultrasound data may then be presented in different ways: 

• A 2D presentation in a 2D view. 
• A 2D presentation in a 3D view as shown in Figures 5 and 6. 
• As a 3D reconstructed ultrasound volume. 
 

All presentations could be combined with preoperative data in several possible ways. An example is a 2D slice through a 
reconstructed 3D ultrasound volume following a surgical tool, combined with a 3D preoperative volume. This allows the 
use of the most recent data during surgery while still showing the preoperative data. To allow for optimal use of the 
imported data, both a 3D ultrasound reconstruction and several visualization modes probably should be implemented. 
Both volume rendering and multiple volume visualization are modes that may enhance the user interface in addition to 
the 2D visualization modes that exist in IGSTK today.  
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Fig. 4. Hardware used: a) Macintosh, b) abdominal phantom with skin fiducials, c) System FiVe ultrasound machine, d) 
ultrasound Curved Linear Array probe with optical tracking frame, e) Video-to-FireWire converter, f) Polaris Spectra 
optical tracking camera, g) CT scanner with abdominal phantom, h) pointer with optical tracking spheres 

3.1 Simple example 

A simple example application was completed and submitted to the IGSTK sandbox. The IGSTK sandbox is a testing 
environment for newly implemented code that is not stable enough to be integrated into the main IGSTK branch [2]. The 
example code contains simple implementations of a spatial object and a representation object, both needed for 
visualization with IGSTK. This software is currently only running on the OS X operating system on a Macintosh 
computer (Macintosh, Apple, USA) (Figure 4a). The testing was performed on an abdominal phantom (Model 57, CIRS 
Inc., USA) (Figure 4b). Ultrasound video was obtained from a System FiVe ultrasound machine (GE Vingmed 
Ultrasound, Norway) (Figure 4c) with a Curved Linear Array probe with center frequency 3.5 MHz (Figure 4d). The 
video from the ultrasound scanner was converted by a Video-to-FireWire converter (DFG/1394-1e, The Imaging Source, 
Germany) (Figure 4e). Positions were acquired with an optical position tracker (Polaris Spectra, Northern Digital Inc., 
Canada) (Figure 4f). The optical position tracking device attached to the ultrasound probe comprises of 4 reflecting 
spheres (Figure 4d). 

The example application is able to track the movement of an ultrasound probe and import and visualize the ultrasound 
image and position in real-time in a 3D scene (Figure 5). 

 
Fig. 5. Image from the example application showing a tracked ultrasound probe with the grabbed image in an otherwise 

empty 3D scene. 

 

3.2 Real world application. 

An extended application simulating real-life use was also completed. This extended application uses the same setup as 
the previous example, but with a few additions. The IGSTK Video grabber is integrated into a new version of CustusX 
[6] (SINTEF, Norway), a research and development platform for image-guided Surgery. This new CustusX version is 
based partly on IGSTK. All the software ran on a desktop computer (Macintosh, Apple, USA). Preoperative data was 
acquired by scanning the phantom with a CT scanner (Sensation 64, Siemens, Germany) (Figure 4g). Skin fiducials, 
donut-shaped markers (15 mm diameter, 3mm thick, 4 mm hole), were glued to the phantom prior to the CT scanning 
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(Figure 4b). These markers were used to register the 3D CT data to the physical phantom. The registration process was 
performed with a tracked pointer (Figure 4h). In addition to the CT volume, segmented objects from the CT volume were 
also imported into the visualization software (CustusX). The objects were segmented from the CT data with ITK Snap 
[8]. 

The real-life simulation is able to use both preoperative and intraoperative data. For this test, a CT image is used as 
preoperative data. This CT image is registered to the physical phantom, allowing the imported real-time ultrasound 
images to be positioned correctly with regard to the CT images of the phantom. This allows the use of real-time data 
together with preoperative data (Figure 6). 

 
Fig. 6. Image from the real-world simulation application showing a 3D scene with 2D ultrasound, 2D CT, and 3D 

segmented objects from CT 

 

4. CONCLUSIONS 
It is feasible to integrate real-time data into IGSTK with the purpose of providing more relevant and updated data during 
surgery. IGSTK, as an open source project allows researchers to extend it as needed for additional functionality, while 
supplying a structure to allow for development of robust code. With continued enhancements such as the video 
component described here, IGSTK may be a suitable toolkit for fast prototyping and development of safe and reliable 
image-guided surgery applications, including applications incorporating intraoperative imaging. 
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